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As is well known, Wigner's construction of the unitary representations in terIns of little groups 
gives quite dissimilar fOrIns for the cases m = ° and m > 0, while the spinor representation which 
does give a unified description of the above two cases is not unitary. We point out that it is quite pos­
sible to give a unified unitary representation for both cases (Sec. 1). This is achieved simply by 
noting that, while the factorization of U(A) corresponding the choice of the little group of (1, 0) is not 
valid for m = 0, the explicit final expression for the Wigner rotation Rw and the corresponding infin­
itesimal generators remain perfectly well defined for m = 0, and continue to furnish a unitary (discrete 
spin) representation for this case, which is compatible with the restriction of helicity to a particular 
fixed value. Moreover, the representation thus obtained has a very simple and direct geometrical 
significance. The relation of our formulation with that of Wigner is studied (in Sec. 2) and the com­
parison with the spinor representations is given (Sec. 3). We rederive our representation, starting from 
a particular simple condition (4.1) (in Sec. 4) which holds for both cases (m = 0, m > 0). We 
then consider (Sec. 5) the application of our unified formulation to the reduction of direct products, 
involving particles of positive and zero rest mass, comparing the result with that of helicity coupling. 
In the Appendix we make certain remarks concerning the HerIniticity of the generators and the 
possibility of defining a position operator for m = 0. Comparison with Foldy's representation is given 
(in the Appendix and Sec. 3), explaining why his representation cannot be considered to be strictly 
unitary, though the relation with the unitary case is quite a simple one. 

I. INTRODUCTION 

LET us start by fixing our notations and con­
ventions for the well-known case of Wigner's 

unitary or canonical representation for positive rest 
mass.1

-
3 Elsewhere,4.5 we have already discussed at 

length the various aspects of this case. Here we 
simply write down the results for the irreducible 
representation [m, S]. The infinitesimal generators 
are 

pO[ = (P2 + m2)i], P, 

.oa PxS 
N = -~p ap - pO + m ' 

a 
M = -tP X ap + S. 

For a finite transformation we have 
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(1.1) 

(1.2) 
1 E. P. Wigner, Ann. Math. 40, 149 (1939). 
2 Yu. M. Shirokov, Zh. Eksperim. i Teor. Fiz. 33, 1196 

(1957) [English transl.: Soviet Phys.-JETP 6, 919 (1958)]. 
3 H. Joos, Fortschr. Phys. 10, 65 (1962). 
'A. Chakrabarti, (a) J. Math. Phys. 4, 1215 (1963); 

(b) ibid. 4, 1223 (1963); (c) ibid. 5, 922 (1964), (d) ibid. 5, 
1747 (1964. 

fi A. Chakrabarti, thesis, University of Pa.ris (1965). 

Here, when A is a pure rotation R, Rw coincides 
with R; and when A is a pure Lorentz transforma­
tion corresponding to the 4-velocity u, Rw again 
represents a rotation about the axis p x u through 
an angle w, such that'd.6 
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. 2b I I 
sm CAl = b2 + Ip X ul2 P xu, 

(1.3) 
where 

b = (UO + I)(p° + m) + u·p. 

In both cases (8), the expectation value of the spin 
operator, undergoes the same rotation R w, 

all the commutation relations continue to be sat­
isfied and there is no additional difficulty, since the 
point pO = 0, i.e., the vector (0, 0, 0, 0) is not in 
the orbit of lightlike 4-momenta (p2 = 0, po ¢ 0). 
Also, in view of (1.5) we may write now for finite 
transformations 

U(a, A) Ip) 

(8)' = Rw·(8). (1.2') = e'P"/J Ip')·Dc·)[R(p, 17')] (p' = A·p), (1.7) 

As is well known, for m > 0, Rw can be written as 

(1,4) 

where 

Acp)'p = (m, 0). (1,4') 

This factorization corresponds to Wigner's choice 
of the little group leaving (1, 0) invariant. Since 
the transformations Acp) are not wen defined for 
m = 0, such a factorization is not valid for this 
case and so Wigner chose (for m = 0) another little 
group, leaving (1, 0, 0, 1) invariant. 

All this is well known. Let us, however, note one 
simple but crucial fact: Though the factorization 
(1,4) is not valid for m = 0, the total rotation Rw 
remains perfectly determinate if one substitutes di­
rectly m = ° in the result (1.3). In fact, as may be 
verified, this gives 

sin CAl = Ip x p'l/lpl Ip'l (p' = A·p). (1.5) 

(The joint effeet of two not properly defined factors 
Ac-;~ and ACA 'p) leaves us with something well de­
fined.) 

Thus Rw now has the simple geometrical sig­
nificance of the angle turned through by p as a 
consequence of the transformation (whether A be a 
pure rotation or a pure Lorentz transformation). 
This fact is also not unknown. But this fact gives 
us the welcome opportunity (which does not seem to 
have been utilized before) of constructing unitary 
representations for both cases (m > ° and m = 0) 
in a unified fashion. This leads to interesting ap­
plications (see Sec. 5). It is to be noted that no 
particularly delicate limiting process is required. 
We may just put m = ° in (1.1) and (1.3), where 
no discontinuity is to be found. 

In fact, if in (1.1) we put m = 0, and write 

pO[ = (p2)i] , P, 

where ReP, 17') represents in all cases the rotation 
undergone by p (irrespective of the change in p2 
for pure Lorentz transformations). It is to be under­
stood that we are always talking about the case of 
finite and discrete spin. The singling out of a par­
ticular helicity value presents, of course, no problem 
at all. Since all the generators (1.6) now commute 
with the "helicity" operator 

(8,P)/IPI, (1.8) 

we may multiply (without disturbing the com­
mutation relations) each of the generators P, N, 
M by a projection operator for a definite possible 
value of helicity, to obtain a representation ef­
fectively equivalent to an one-dimensional one. Or 
equivalently and more simply we may just define 
that they act on the invariant space formed by the 
kets 

8·P W Ip, u) = u Ip, u) (u = -s, ... ,s). (1.9) 

Also, directly from (1.6), we have 

° 8·P 
CAl = (P·M, P M - P x N) = Wp, (1.10) 

The explicit equivalence and transformation to 
one-dimensional form and comparison with the 
(2S + I)-dimensional spinor representations are 
carried out in the following two sections (2 and 3). 
In Sec. 4, we indicate how one can derive the 
representation (1.6)-(1.7) by starting with the one 
chosen restriction 

U(A) Ip) = Ip') (P' = A·p) (1.11) 

when p Xp' = ° (for arbitrary spin and helicity). 
It will be noted that the restriction imposed by 
Wigner for m > 0, namely 

U(Acp» Ip) = I(m, 0», (1.12) 

automatically ensures (1.11) (for any spin ~rojec-
N 'poa Px8 = -~ ap - ----po- , (1.6) tion). But while (1.12) cannot be applied for m = 0, 

the condition (1.11) works perfectly well for both 
cases, and thus leads us to a unified description of 
the two. 
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Practical application of this unification is briefly 
discussed in Sec. 5. Here we may note that quite 
apart from possible utility (1.7) has an agreeably 
simple and direct geometrical significance. Invari­
ance of 8.P/IPI (for m = 0) demands that, if 
IA·p) in (1.7) is multiplied by a rotation matrix, 
the rotation in question must be R(p, p') [as in 
(1.7») so that the polarization (8) may follow p 
without the "lag" typical of the m > 0 case. The 
transformation (1.7) corresponds exactly to 

(8)' = R(p, p') ·(8). (1.7') 

A few points concerning the Hermicity of the gen­
erators (1.6) and the possible definition of a posi­
tion operator are discussed in the Appendix. 

n. A UNITARY TRANSFORMATION TO 
ONE-DIMENSIONAL FORM 

Wignerl chose (for m = 0) the little group of 
p(O) = (1, 0, 0, 1) and a representation such that 

U(~(O)<-p) Ip) = Ip(o». (2.1) 

Hence in order to pass to this form from (1.6) and 
(1.7), we have to transform by the operator cor­
responding to 

D(B){nfl p" ) \1', (0) (2.2) 

(i.e., the one obtained by replacing p by the op­
erators P). This gives us the unitary transforming 
operator 

(2.3) 
where 

(J = tan- I [(PI)2 + (P2)2]!/p3. 

We note that we have the sameD(S) and the same U, 
if we consider instead of Apco)<-p, the pure rotation, 

R(p,7r), where 7r == (Ipl, 0, 0, Ipi) (2.4) 

(this is to be compared with situation in Sec. 3). 
We have, (along with P tr = P) 

M.r = UMU- I 
= -zp )( a~ + {, (2.5) 

N = UNU- I = 'po a + n 'r -t ap , (2.6) 

Also, 

so that 

W.r = S3P, 

and corresponding to (1.9) we have 

S3 Ip, u).r = U Ip, u).r. 

(2.9) 

(2.10) 

(2.11) 

Thus we have diagonalized the helicity operator 
[as shown by (2.9)] and corresponding to each 
eigenvalue, we have one one-dimensional rep­
resentation. [The operator U was used in a some­
what different context elsewhere.6

) 

The generators (2.5), (2.6) have been given by 
Lomont and Moses/ who have also given, for the 
more general case, including continuous spin, their 
relations with the two-dimensional Euclidean group 
introduced by Wigner lfor m = O. Here we establish 
their equivalence with (1.6), constructing the re­
quired transformation explicitly. 

We may note that Shirokov2 has given a different 
form of the generators for the one-dimensional case, 
namely 

M = -tP )( ~ ap 

N = -iPo~ ap 

[ 
- p2p3 p3pI ] 

± ~ (PI)2 + (P2)2 , (PI)2 + (P2)2 ,0 . 

However, acting on an eigenstate of momentum 
Ip), terms like 

pI p2 

(PI)2 + (P2)2 , (PI)2 + (P2)2 (2.12') 

give coefficients which tend to infinity as 1/ E when 
pI and p2 tend to zero as E (and p3 --7 po 0;6 0). 
Since the states Ipo, 0, 0, pO) certainly cannot be 
excluded and since all the group-theoretical re­
quirements are satisfied by the well-behaved forms 
(2.5), (2.6), it seems hardly desirable to introduce 
(2.12). 

m. COMPARISON WITH THE SPINOR 
REPRESENTATION 

where The generators N, M for the two fundamental 
inequivalent spinor representations of (2S + 1) 

(2.7) dimensions are 

n == (_P2/PO + p3, pI/pO + p3, 0)S3 = p(O) )( {. 

(2.8) 

6 A. Chakrabarti, Nuovo Cimento 18, 617 (1960). 
7 J. S. Lomont and H. E. Moses, J. Math. Phys. 3, 405 

(1962). 
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N .poa·s we can simply suppress the terms n±, since 
• = -~ oP ± ~ , 

(3.1) D+ Ip, +s) = 0 = D_ Ip, -8). (3.8) 

As is well known, (3.1) does provide a unified de­
scription for both cases, m > 0 and m = 0, though 
the representations are not unitary. (The two rep­
resentations are generally coupled for m > 0 for 
invariance under parity.) 

We have discussed elsewhere4
•
5 the question of 

equivalence of (1.1) and (3.1) for m > O. Also 
in Ref. 5, the explicit reduction of (3.1) to the one­
dimensional form (for m = 0) has been carried out 
with the help of exactly the same operator U (2.13) 
of Sec. 2. (As explained later on, the significance of 
U does not remain quite the same in the two cases.) 

As it is quite interesting to compare the results 
with those of Sec. 2, we briefly recapitulate some of 
them. For M we have exactly the same form as in 
(2.5). However, for N we have 

UN.U- 1 = (-iPO a~ + n) ± i ;0 S3 + D±, (3.2) 

where 

n: = [11" - #1;: : fa) (SI ± iS~(P + ~) ] (3.3) 

and 

Also, 

11" = (±i, 0, 0)(81 ± i8~ 

= R(:p, 11-) 'n" 

[(2.4) gives ~ and R(:p, 11-)]. 

(3.3') 

(3.3") 

Uw.U-1 = S3p =F ipO(O, D±). (3.4) 

Thus we see that the transformation of (N a, Ma) 
by the same U gives not only all the terms of (2.5), 
(2.6) but also the extra terms 

(n± ± ~ sa). (3.5) 

The nature of these extra terms are discussed at 
length in Ref. 5. Here we may mention that, when 
along with the generators (3.1) we impose the heli­
city restrictions 

s·p W Ip, ±s) = ±s Ip, ±s) (3.6) 

and hence obtain in the transformed representation 

S3 Ip, ±s)tr = ±s Ip, ±s)tr, (3.7) 

It is to be noted that (3.8) is not true for any other 
helicity (f such that (f < S for n+ and (f > - S for n_. 
This is related to the fact that the generators (3.1) leave 
invariant only the subspaces 1 + S) and 1-S), respec­
tively, whereas the generators (1.6) leave invariant 
each of the subspaces (f( - S S (f S S) separately. 
This is a fundamental difference. 

Even if we get rid of the terms n± by considering 
only the spaces 1 + S) and 1-S) [corresponding 
respectively to ± is in (3.1)], there still remains 
the term 

(3.9) 

The addition of such a term amounts to a trans­
formation of Nand M by (pO)8, so that we have 

UN,U-I = (PO)s( -ipo a~ + n)(pO)-S (3.10) 

[where we have now put D", ~ 0 for the restricted 
case (3.6)-(3.8)]. 

Such a transformation, though of a simple form, 
is, of course, not unitary. Thus even in the case of 
fully polarized particles (2.6) and (3.2) are not 
strictly equivalent and hence neither are (1.6) and 
(3.1). 

The change in the scalar product due to such a 
nonunitary transformation [by (PO)" say] is some­
times absorbed by a change of normalization of the 
states Ip) by a factor (pO)x. Such a prescription is 
acceptable, but is equivalent to a nonunitary trans­
formation. 

[As pointed out in Ref. 5, and also in the Ap­
pendix, a similar feature is involved in the trans­
formation of Foldy.8 The following comments are 
also relevant in this correction.] 

The lack of strict unitary equivalence may also 
be viewed as follows. 

If the starting point is a nonunitary representa­
tion such as (3.1) and we transform it with a unitary 
matrix U [such as (2.3) or the transformation of 
Foldy for the Dirac equation] then the resulting 
representation is naturally also a nonunitary one. 
That is why, in the case m > 0, we transformed 
the spinor representation with the help of a matrix 
(4.5) which is not unitary in the usual sense, though 
leaving invariant a spinor scalar product defined 
with the metric rO in the general case (Appendix 
A, of Refs. 4d and 5). Thus a physical equivalence 
could be established with the unitary canonical 

8 L. L. Foldy, Phys. Rev. 102, 568 (19.56). 
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fonu (1.1). The relation of this transfonuation to 
the pure Lorentz transfonuation A(J»[A(J» .p= (m, 0)] 
was also noted very explicitly. This operator is, 
of course, no longer available for m = O. 

For the case m = 0, it is interesting to note that 
while for the unitary representation (1.6), U (2.3) 
may be considered as the "operator" form of the matrix 
corresponding to both the transformations (2.1) and 
(2.4), for the spinor (3.1) only the definition (2.4) of 
U holds. 

IV. DERIVATION OF THE REPRESENTATION 
FROM THE CONDITION 

(4.1): We now propose to show how one can derive 
the explicit forms of the generators and, from them, 
the fonuulas corresponding to finite transformations, 
by starting with the one fundamental criterion that 
we must have, for any spin 

U(A) Ip) = !A·p), (4.1) 

where A is a pure Lorentz transformation parallel 
to p. 

For a (2S + I)-dimensional representation for a 
particle of zero rest mass, we may at once write 
the generators of translation and rotations in the 
usual forms 

(4.2) 
a 

M = -iP x ap + S. 

Our problem is to find the fonu of N that satisfies 
(4.1) along with the group commutation relations. 

We see that (4.1) is satisfied automatically if 
N has the fonu 

N = _ip°.l.- + 0 x P (4.3) op 

since (0 x p) on = 0 when nil p and hence in e,x1U Ip), 
the tenu containing the effect of spin drops out. 

We now have to find the explicit form of 0 with 
the help of the commutation relations. 

We suppose first that 0 commutes with P and 
the orbital part of M and proceed to examine if a 
solution can be found in this case. We find that 
the commutation relations 

[N i
, Mi) =:;: iEiiJ,N~ 

are all satisfied if 

[0', Si] = iEii~oJ:. 

So let us now put 

0= AS, 

(4.4) 

(4.5) 

(4.6) 

where we suppose ).. (commuting with Mor and P) 
to be a function of pO only and see if such a fonu is 
compatible with the relations 

(N', NiJ = -if-mM);. 

We find that these relations are satisfied if 

and 

Hence 

1 0).. pi 
}..Z oP' = -po (i = 1,2,3) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

The commutation relations with P are, of course, 
satisfied so long as 0 commutes with P. 

With this form of N, we have for an infinitesimal 
pure Lorentz transformation [dx = th- 1(dv)] 

e,N',jdx Ip) = e- i (p ~ S) -n dx Ip"} 
p 

= e,dx (p ;0 nts Ip"), 
(4.11) 

where p" = p + pOdxn (n being an arbitrary 
direction). Hence Ip') is mUltiplied by a rotation 
matrix D(S) corresponding to the infinitesimal rota­
tion 

. dx Ip x pill 
dB =0 sm (dB) = pO Ip x nl = Ipllp"l 

(up to first order in dx) 
about the axis p x p". 

(4.12) 

Now if we continue to add infinitesimal Lorentz 
transformation always parallel to n (in which case 
the parameters dx and dB are additive), for a finite 
transfonuation A we just have a rotation 

sin B = !p x p'lIlpl Ip'l (P' = A·p) (4.13) 

about the axis p x n. This is the required result. 
Here we have considered specifically the case 

m = O. The corresponding derivations for the case 
m > 0 are quite similar, though somewhat less 
simple. 

V. APPLICATIONS 

Elsewhere4 
•• d •

5 we have discussed a relatively 
convenient method for reducing direct products of 
irreducible representations of the Poincare group, 
when m > 0 for each component representation. 

Our preceding unified unitary representation al~ 
lows us to extend this technique to include zero 
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mass particles. Let us consider the simplest non­
trivial case consisting of three representations [mi' 8.J 
(i = 1, 2, 3), such that 

m l , m2 > 0 and m3 = O. 

An examination of the technique employed shows 
that we can write the relativistic Clebsch-Gordan 
coefficients for this case (using similar notations) as 

< I 0, 2:[m, S] > 
PIO'I; P20'2; PaO'a S' 8"l'l"l 

_ (21" + 1)' 
- P(l2)a 411" 

where 

PI + P2 + P3 = 0, P; = P; = 0, 

and 

(0'10'20'am'0 I (S'S"l'l"l)S2:) 

:= (810'1, S20'2 I s' O")(S' 0", 8311a I 8"11") 

X (l'm'l"O I lm')(lm'S"O''' I S2:). (5.2) 

The reduction of 8-matrix elements and calCulation 
of the density matrix and multipole parameters may 
be carried out as before!o.d.5 

In contrast with helicity coupling for three-par­
ticle states,D our formula (5.1) contains no D<S) 

matrices. In fact this feature persists if we continue 
to add more and more particles of positive rest mass. 
While the Clebsch-Gordan coefficients (5.2) can 
directly be substituted from the tables and provide 
no serious complications, not only are our Y1m's 
intrinsically simpler than the D matrices, but, in 
addition, their arguments are determined by pure 
Lorentz transformations instead of more com­
plicated Wigner rotations which intervene for the 
D matrices. This is an advantage, even apart from 
the fact that the explicit considerations of the orbital 
contributions may have an intrinsic interest in 
many cases. 

If there are two zero mass particles in the system 
considered, then it is more convenient to couple 
them separately and then couple the irreducible 
components to the particles of positive rest mass. 

e G. C. Wick, Ann. Phys. 18, 65 (1962). 

APPENDIX 

Here we discuss certain points concerning the 
Hermiticity of the generators (1.6) with a chosen 
scalar product and the problem of the definition of a 
position operator for m = O. 

We define the normalization of the kets and the 
corresponding scalar product as 

(p I p') = 2po 8(p - p') (AI) 

and 

(q,~) = J ;; (q,p)(P~) = J ;:0 q,*(P)~(P). (A2) 

[We suppress the helicity indices, since they will 
be the same for all the kets in the space defined by 
(1.9) .J 

We now note the relations 

and 

(pI i ~ Ip') = i2p08'(p - p') ap (A3) 

(P'I i ~ Ip)* = i2po' 8'(p - p') (A4) ap 

= i{pO 8'(p - p') + :0 8(p - p') J. 
(A5) 

(A5) follows on using the identity 

[fen - f(~)]8'(~ - n = f'(~)5(~ - f). (A6) 

(A4) and (A6) have for consequence, as may easily 
be verified, that given (AI) the operator ia/ap is 
not Hermitian but only the combination 

[ . a 'tP ] X 
't ap - 2(PO)2 := , say. (A7) 

The same conclusion naturally also follows from 
(A3) by noting that 

J ./,*(- a ) dp 
'I' 't ap cp 2po 

= J {[ i :P - (~~2 J!f}* cp ;:0 , (AS) 

(assuming as usual that !f*cp/po vanishes at the 
limits). Hence, since 

-!i(pOX + xpO) = ipoa/ap (A9) 

we find that N (as well as M) in (1.6) is already 
Hermitian and it would be wrong to symmetrize 
the first term into 

_f (po ~ + ~ po) = -iPo[(PO)-, ~ (PO)!]. 
2 ap aP aP 

(AlO) 
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The same considerations hold, of course, for the 
case m > 0 and the generators (1.1). We take 
the trouble to draw attention to this fact since the 
form (AlO) appears in the formulation of Foldy8 

and, following him, in those of many other authors. 
In fact, the symmetrization (AlO) corresponds just 
to a nonunitary transformation such as considered 
in (3.10) (now with 8 = -1) and the comments 
in that section may be noted in this connection. 

Next, we come to the related question of definition 
of a relativistic position operator. We have noted 
elsewhere (4.4) that X (A7) gives a satisfactory 
definition of a Hermitian relativistic position op­
erator for m > o. 

If we try to adopt the same definition for the 
representation (1.6), (1.9) we run into a difficulty 
since (1.9) is not invariant under the action of X. 

JOURNAL OF MATHEMATICAL PHYSICS 

(This difficulty is not present for m > 0.) On the 
other hand, if we use the representation defined 
by (2.5), (2.6), and (2.11) and adopt again the 
definition X, the above difficulty no longer exists 
since (1.9) has now been replaced by (2.11) and 
83 commutes with X. It should be noted, however, 

that though we now have 

(All) 

we no longer have 

[Xl Mi] . X lo , = ~Elik (except for (J' = 0). (A12) 

Hence, if (A12) is also imposed as well as (All) 
[along with the requirement of Hermiticity and the 
invariance of the space (2.11)], then X is no longer 
a satisfactory definition. 

VOLUME 7, NUMBER 6 JUNE 1966 

Generalized Discrete-Continuum Radial Integrals with Coulomb Functions* 

H. BARRY BEBB 

Institute of Optics, University of Rochester, Rochester, New York 
(Received 9 November 1965) 

Simple closed-form computational formulas involving only elementary functions are obtained for 
the hydrogenic, discrete-continuum matrix elements <k, Z' 1r"'1 n, Z>. The results allow for different 
effective charge parameters Z and Z' for the discrete and continuum functions. The central radial 
integral computed is sufficiently general to allow the evaluation of matrix elements of 1"" exp( - rlE) 
between the Coulomb continuum functions and any discrete function formed from rio exp( - riA). 
Results are also given for the free-particle limit as Z' -> o. 

1. INTRODUCTION 

T HE elegance and generality of Gordon's formu­
las1 for (discrete-discrete, discrete-continuum, 

and continuum-continuum) dipolar matrix elements 
in some ways obviate their utility. Given a particular 
set of quantum numbers, a numerical result is 
realized only after considerable algebra. Stobbe2 has 
carried out the computation for a few of the discrete­
continuum matrix elements. More recently, Menzel3 

has devised a simple method of obtaining generalized 
radial integrals with hydrogenic functions. However, 

* This research was supported in part under contract with 
the Army Research Office, Durham. 

1 W. Gordon, Ann. Physik. (5), 2, 1031 (1929). 
I M. Stobbe, Ann. Physik (5) 7, 661 (1930). 
a D. Menzel, Rev. Mod. Phys. 36, 613 (1964). See also 

A. Burgess, Monthly Notices of Roy. Astron. Soc. 118, 477 
(1958) for an approximate calculation and additional 
references. 

his final results are of the same form as Gordon's 
(though more general) and do not provide convenient 
formulas for the discrete-continuum matrix elements. 

In the present work, we obtain new closed-form 
computational formulas for the discrete-continuum 
Coulomb matrix elements, generalized to include the 
(multipole) matrix elements rfn assuming different 
effective charges Z and Z' for the discrete and 
continuum functions, respectively. In Sec. 2 we 
record the discrete and continuum functions in 
rather diverse representations. We then give com­
putational formulas for the discrete-continuum ma­
trix elements in Sec. 4. In Sec. 5 we consider the 
free-particle limit as Z' goes to zero. Selected 
numerical results are presented in Sec. 6. The math­
ematical details of evaluating the central integral 
arising in the matrix elements are relegated to the 
Appendix. 
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The same considerations hold, of course, for the 
case m > 0 and the generators (1.1). We take 
the trouble to draw attention to this fact since the 
form (AlO) appears in the formulation of Foldy8 

and, following him, in those of many other authors. 
In fact, the symmetrization (AlO) corresponds just 
to a nonunitary transformation such as considered 
in (3.10) (now with 8 = -1) and the comments 
in that section may be noted in this connection. 

Next, we come to the related question of definition 
of a relativistic position operator. We have noted 
elsewhere (4.4) that X (A7) gives a satisfactory 
definition of a Hermitian relativistic position op­
erator for m > o. 

If we try to adopt the same definition for the 
representation (1.6), (1.9) we run into a difficulty 
since (1.9) is not invariant under the action of X. 

JOURNAL OF MATHEMATICAL PHYSICS 

(This difficulty is not present for m > 0.) On the 
other hand, if we use the representation defined 
by (2.5), (2.6), and (2.11) and adopt again the 
definition X, the above difficulty no longer exists 
since (1.9) has now been replaced by (2.11) and 
83 commutes with X. It should be noted, however, 

that though we now have 

(All) 

we no longer have 

[Xl Mi] . X lo , = ~Elik (except for (J' = 0). (A12) 

Hence, if (A12) is also imposed as well as (All) 
[along with the requirement of Hermiticity and the 
invariance of the space (2.11)], then X is no longer 
a satisfactory definition. 
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Generalized Discrete-Continuum Radial Integrals with Coulomb Functions* 

H. BARRY BEBB 

Institute of Optics, University of Rochester, Rochester, New York 
(Received 9 November 1965) 

Simple closed-form computational formulas involving only elementary functions are obtained for 
the hydrogenic, discrete-continuum matrix elements <k, Z' 1r"'1 n, Z>. The results allow for different 
effective charge parameters Z and Z' for the discrete and continuum functions. The central radial 
integral computed is sufficiently general to allow the evaluation of matrix elements of 1"" exp( - rlE) 
between the Coulomb continuum functions and any discrete function formed from rio exp( - riA). 
Results are also given for the free-particle limit as Z' -> o. 

1. INTRODUCTION 

T HE elegance and generality of Gordon's formu­
las1 for (discrete-discrete, discrete-continuum, 

and continuum-continuum) dipolar matrix elements 
in some ways obviate their utility. Given a particular 
set of quantum numbers, a numerical result is 
realized only after considerable algebra. Stobbe2 has 
carried out the computation for a few of the discrete­
continuum matrix elements. More recently, Menzel3 

has devised a simple method of obtaining generalized 
radial integrals with hydrogenic functions. However, 

* This research was supported in part under contract with 
the Army Research Office, Durham. 

1 W. Gordon, Ann. Physik. (5), 2, 1031 (1929). 
I M. Stobbe, Ann. Physik (5) 7, 661 (1930). 
a D. Menzel, Rev. Mod. Phys. 36, 613 (1964). See also 

A. Burgess, Monthly Notices of Roy. Astron. Soc. 118, 477 
(1958) for an approximate calculation and additional 
references. 

his final results are of the same form as Gordon's 
(though more general) and do not provide convenient 
formulas for the discrete-continuum matrix elements. 

In the present work, we obtain new closed-form 
computational formulas for the discrete-continuum 
Coulomb matrix elements, generalized to include the 
(multipole) matrix elements rfn assuming different 
effective charges Z and Z' for the discrete and 
continuum functions, respectively. In Sec. 2 we 
record the discrete and continuum functions in 
rather diverse representations. We then give com­
putational formulas for the discrete-continuum ma­
trix elements in Sec. 4. In Sec. 5 we consider the 
free-particle limit as Z' goes to zero. Selected 
numerical results are presented in Sec. 6. The math­
ematical details of evaluating the central integral 
arising in the matrix elements are relegated to the 
Appendix. 
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2. COULOMB FUNCTIONS 

The behavior and form of the solutions of the 
one-electron wave equation Ht/; = (p2/2m -
Ze2/r)t/; = Et/; is rather different for negative and 
positive energies. The negative energy (discrete) 
solutions common to H, IW, and 1. are R",I(P) Y~(O, ep) 
with the radial functions defined by 

.. -1-1 

R",I(P) = N .. ,l e- pl2 L (-1)' d,P'+!, (Ia) 
.-0 

where 

N.,l = [(2Z/n)3(n + l)! (n - 1 - I)!j2n]t, (Ib) 

and 

d. = [(n-l-I-t)!(2l+I+t)!t!r 1
, (Ic) 

In Eqs. (1), P = 2Zr/n and r is measured in units 
of ao. 

The positive energy (continuum) solutions are 
most usefully written as a partial wave expansion 
in terms of the eigenfunctions Rd'Y, kr)rz:(O, ep) 
common to H, IW, and 1.,' 

., I' 

I±k) = 41r L L ii' e'w± 
z'-o m'=-l' 

x R"h, kr)Y'{':(O, ep)Y'{',"(Ok, tPk), (2) 

where 7Jt, = arg r(I' + 1 =F i'Y), 'Y = Z' /k, and 
Ok, epic specify the direction of k. Here k is measured 
in units of a;l and r in units of ao. We have, for 
additional generality, assumed a different effective 
charge Z' for the continuum states (though the 
continuum functions are not orthogonal to the dis­
crete functions for Z' :F Z). The asymptotic expan­
sions of I + k) and I - k), respectively, represent 
a Coulomb-modified plane wave together with an 
outgoing spherical wave and a Coulomb-modified 
plane wave plus an incoming spherical wave.' 

The radial continuum functions can be expressed 
in a variety of ways, the most common being in 
terms of the confluent hypergeometric function, 

Rd'Y, kr) = Nl'h)(2kr)"[(2l' + I)!rl 

X e-ikrF(l' + 1 + i'Y 121' + 21 2ikr), (3a) 

with 

The normalization is here chosen so that Rd'Y, kr) 
asymptotically approaches 

« W. Gordon, Z. Physik 48, 180 (1928). For a more recent 
account, see A. Messiah, Quantum Mechanics (John Wiley 
& Sons, Inc., New York, 1962) Vols. I and II. 

RI'C'Y, kr) "" (kr)-I 
kr-<» 

X sin (kr + 'Y In (2kr) - 7rl' /2 + 71:'). 

With this normalization, the radial Coulomb func­
tions go over to spherical Bessel functions as Z' ~ 0' 
(or as 'Y = Z'/k~O), 

limR,'('Y,kr) = i,·(kr) . 

Thus, the partial wave expansion (2) goes over to 
the partial wave expansion appropriate to a plane 
wave exp Uk· r) as the nuclear charge Z' goes to zero. 

For our purpose, it is advantageous to employ 
the integral representation4

•
5 

Rd'Y, kr) = N1,h)( -2krt l
'-

1(I/27r) f e-msrG(z) dz, 
(4a) 

where 

G(z) = (z + t)"'(z - t)a and a = i'Y - I' - 1. (4b) 

The contour is taken counterclockwise around the 
two branch points of G(z) . 

3. COULOMB MATRIX ELEMENTS 

Employing these rather diverse representations 
for the discrete and continuum functions, we form 
the matrix element 

(k, l'l r'" In, l) = [' R1,('Y, kr)r"'R .. ,I(r)r2 dr 

.. -1-1 
= Nl'h)N .. "(n/2Z)"'+3(-K,,t1'-1 :E (_1)' d, 

,~O 

X {{' dp e-PI2p",+I+I-I'+' i7r f e-iK·'·G(z) az}, (5) 

where d, is given by Eq. (1 c) and K.. = nk/Z. 
Generalizing slightly the double integral appearing 
in (5), we define 

leA, B, N) = {[' dp e-p1ApN i1l' f e-iBP'G(z) dz}. 
(6a) 

The integral over p is obtained immediately, giving 

I(A B N) = N! J G~) dz (6b' 
" 27r j (I/A + iBzt+ I

' '/ 

The evaluation of this integral is central to this 
work. Nevertheless, for convenience of presentation, 
the mathematical details are deferred to the Ap­
pendix. There, we find, 

i A. Sommerfeld and G. Schur, Ann. Physik (5) 4, 409 
(1930). 
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leA, B, N) = (_1)"(_B)-N-I(AB/I{jI)N+21'+2 . 
X II ['Y2 ~ (l' ~ q)2], (9d) 

X e-2'Y •• n-· (ABI2) S(N), (7a) 
N-. 

where, !/I(N, 8) = NTr + E q,(P) 

SeN) = ~ (~) I{(N - 8,8)1 cos !/I(N, 8), (7b) 
. 
E q,(q) ~ (N - 28)8, (9 e) 
a-I 

r(a* ~ l)r(a ~ 1) 
r(}",o) = r(a* ~ 1 - },,)r(a ~ 1 - 0) , (7 c) with 

!/I(N,8) = arg {(N - 8,8) 

+ (8 - N/2) arg ({j/-:{j*) , (7d) 

and 

{j = AB/2 ~ i. (7 e) 

The slight generalization incorporated in (6a) 
facilitates the use of this result for the other dis­
crete-continuum matrix elements involving discrete 
functions of the form rn exp (-r/A), e.g., Slater 
functions with integral indices. Further, it allows 
evaluation of matrix elements for more general 
operators, say (k, l'l r'" exp (-r/ E) In, l).6 

Utilizing (7a) in (5) we write the Coulomb matrix 
element of r'" 

,,-1-1 

X E (-1)' d,I(2, K", m ~ 1 ~ l - l' ~ t), (8) 
1-0 

where we have set A = 2, B = Kn and N = m ~ 
1 ~ l - l' ~ t. With the aid of the identity I r(i'Y) I = 
(r/'Y sinh r-y) we can reduce (8) to a convenient 
computational form, 

(k, l'l r'" In, l) = 1/(K,,)" e-2 'Y tan-' K. 

,,-1-1 

q,{J) = tan- I C'Y/(l' ~ j» and 8 = tan- I K". (9f) 

Here, as before, 'Y = Z' /k, Kn = nk/Z, and N = 
m~l ~l-l' ~t; m is restricted by m ~ - (1 ~l-l'). 
In (9), we have also reduced several of the defining 
relations given in Eqs. (7) to a more convenient 
computational form. The matrix element is in units 
of a~+t (i.e., replace n/2Z by nao/2Z). 

While our result does not possess the elegance 
of Gordon's, it has significant advantages for com­
putations (especially with the aid of a digital 
computer). 

4. PLANE-WAVE LIMIT 

As previously pointed out, the Coulomb con­
tinuum functions approach the spherical Bessel func­
tions as the effective nuclear charge Z' approaches 
zero. Making use of this, we can derive the radial 
matrix elements (jl,(kr) I r'" IR ... ,(r» directly from 
the Coulomb matrix elements given in Eqs. (9). 
Letting Z' /k = 'Y - 0, we readily find 

ft-l-1 

(j,,(kr)lr'" IR",,(r» = 1/'Y .... o(K,,)" E d, 

where 

X E d,[2/(1 ~ K!)it+21 '+2S(N), (9a) 1/'Y .... O = (_1)",+1+1-1' (n/2Z)"'+i 
1-0 

where 

1/ = (_1)m+1+'-"(n/2Z)"'+! 

[ 

I' Ji 2'11j'(n ~ l)! (n - l - I)! II (r2 ~ ~ 
X (-2r 'Y) 'Y , 2n 1 - e .-1 (9b) 

and 

SeN) = ~ (~) Ir(N - 8,8)1 cos !/I(N, 8), 

(9 c) 
N-. 

I{(N - 8,8)1 = II [-y2 ~ (l' + p)2] 
,,-I 

6 Had we formed the hydrogenic matrix element of 
r'" exp (-r/E) in analogy with Eq. (5), then we would have 
found A = (1 + nI2ZE)-I. 

X [en ~ l)! (n - l - 1)!j2n]il'!, (lOb) 

and 

S'Y .... o(N) = ~ (~)[(l' ~ N - 8)! (l' ~ 8) !j(l'!)2] 

X cos !/I 'Y .... O (N , 8), (lOc) 

!/I'Y .... o(N, 8) = Nrr ~ (N - 28) tan- I K". (lOd) 

The plane-wave matrix elements follow from the 
partial wave expansion (2) taken in the limit as 

'Y - O. 

5. NUMERICAL RESULTS 

The presentation of numerical results in a sense 
contradicts the main purpose of this work, namely 
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TABLE I. Discrete-continuum dipolar hydrogenic matrix 
elements (k, p Irll, 8) and (k, l ± 1 Irl 2, I) as a function of 

k (measured in ao-1). 

k k, p; 1,8 k, p; 2, 8 k, 8; 2, p k, d; 2, P 

0.05 12.08 36.600 10.560 42.053 
0.1 8.427 24.735 7.106 28.007 
0.2 5.647 14.754 4.177 15.818 
0.3 4.229 9.369 2.590 9.276 
0.4 3.264 6.002 1.609 5.412 
0.5 2.541 3.875 1.001 3.164 
0.6 1.981 2.536 0.627 1.874 
0.7 1.545 1.689 0.399 1.133 
0.8 1.205 1.147 0.258 0.702 
0.9 0.941 0.794 0.170 0.445 
1.0 0.738 0.561 0.114 0.290 
1.2 0.458 0.296 0.055 0.131 
1.4 0.291 0.166 0.028 0.65 
1.6 0.189 0.099 0.015 0.034 
1.8 0.126 0.061 0.0086 0.019 
2.0 0.086 0.040 0.0051 0.011 
2.5 0.036 0.015 0.0016 0.0035 
3.0 0.017 0.0068 0.0006 0.0013 

the development of simple computational formulas. 
We give only selected exemplifying results as a 
convenient check and slight extension to the results 
given by Stobbe,2.7 A FORTRAN computer program 
was written to evaluate the discrete-continuum 
matrix elements using Eqs. (9). Some results are 
given in Tables I and II. Table I (essentially 
duplicating Stobbe's tables) gives the dipolar radial 
matrix element (k, l ± 11 r In, l) for n = 1 and 2 

TABLE II. Discrete-continuum dipolar hydrogenic matrix 
elements (k, l ± 1 ITI 3, l) as a function of k. 

Ie k, p;3, 8 k, 8; 3, p k,d;3, p k, p;3, d k,jj3, d 

0.05 70.37 28.34 84.89 12.60 75.08 
0.1 45.14 18.00 53.72 7.854 46.03 
0.2 22.72 8.733 25.69 3.556 19.71 
0.3 11.87 4.330 12.45 1.592 8.279 
0.4 6.386 2.193 6.130 0.714 3.510 
0.5 3.585 1.154 3.129 0.330 1.552 
0.6 2.107 0.636 1.670 0.159 0.726 
0.7 1.293 0.366 0.933 0.081 0.359 
0.8 0.825 0.219 0.544 0.043 0.187 
0.9 0.545 0.136 0.330 0.024 0.102 
1.0 0.371 0.087 0.207 0.014 0.058 
1.2 0.186 0.039 0.089 0.0051 0.021 
1.4 0.101 0.019 0.042 0.0021 0.0088 
1.6 0.058 0.010 0.022 0.0010 0.0040 
1.8 0.036 0.0056 0.012 0.0005 0.0019 
2.0 0.023 0.0033 0.0069 0.00025 0.0010 
2.5 0.0086 0.0010 0.0021 0.00006 0.00025 
3.0 0.0038 0.0004 0.0008 0.00002 0.00008 

7 Since the explicit numerical results depend on the 
normalization, we emphasize that we have normalized the 
continuum functions so that (k',l'lk,l) ==k-2(1I'/2) li(k'-k) 01'.1 
in contrast to Stobbe's normalization of (k', I' I k, l) == 
li(k' - k) lil'.l. To b~ng our results into accord wi~h Stobbe's 
quantity C(k)2, multlply the square of our matrIX element 
by k2(2/1I'). We caution also that Stobbe has recorded the 
matrix elements as a function of X( == K .. ) "" nk/Z' rather 
than the wave number of k. 

as a function of the propagation vector k (measured 
in a;;-l). Table II extends the corresponding results 
for n = 3. In both tables, Z and Z' are taken as 
unity. 
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APPENDIX 

We wish to evaluate the integral given in Eqs. (6), 

l(A B N) = NI J G(z') dz' (AI) 
" 211" j (I/A + iBz't+1 

, 

where G(ZI) = (Zl + i) a* (z' -i)" and a = i'Y - l' - 1. 
The contour is taken counterclockwise around the 

two branch points and the singularity at z' = 
-i/AB.8 Changing variables to z' = (z + i)jAB, 
we find 

leA, B, N) = (I/iBt+1(AB)N+21'+2J, (A2a) 

with 

J = (NI/211") 1 (F(z)/zN+l) dz, (A2b) 

and 

F(z) = (z + (3)a·(z - fJ*)a, fJ = AB/2 + i. (A2c) 

Extending the contour [which encloses the branch 
points and the (N + l)th-order pole at z = 0] 
to infinity, the integration of (A2b) yields simply 
the residue at the pole z = 0, 

provided N + 1 > O. Since N = m + 1 + l - I' + t, 
where t is a summation index starting at t = 0, m 
is restricted to m ;::: - (1 + I - I'). 

In order to compute the Nth derivative of F(z), 
define two new functions 

fez) = (z + fJ) a· and g(z) = (z - fJ*)", 

then 

F(z) = (z + (3)a·(z - fJ*)a = f(z)g(z). 

3 H. A. Bathe and E. Salpeter, Quantum Theory of One and 
Two Electron Atoms (Academic Press, Inc., New York, 1957), 
pp. 21, 304. See also the original work of Sommerfeld ana 
Schur quoted in Ref. 5. 
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Now by applying Leibnitz' rule for the differentiation 
of a product (in a symmetrized form), we get 

F(N)(O) = (d/dz)Nf(z)g(z) 1.-0 

= ! t (N)[f(N-')(O)g(')(O) + t<')(O)g(N-·)(O)]. 
2 .-0 8 

(A4) 

The symmetrization of Leibnitz' rule is crucial. As 
we shall see below, F(N) (0) is either real or imaginary 
depending on N. By using a symmetrized form of 
Leibnitz' rule we have put F CN) (0) in the form 

FCN)(O) = !(FCN)(O) ± FCN)(O)*), 

which yields either a real or an imaginary function 
explicitly. If Leibnitz' rule is applied in its usual 
form, it is very difficult to demonstrate this essential 
character of FCN)(O). 

From here, the evaluation of F CN) (0) is straight­
forward. First we compute the derivatives 

f'~) (0) = (.1.)~ (z + (3) aol 
dz .-0 

rCa *+ 1) (3CaO-~) 
r(a* + 1 - A) , 

g(a)(o) = (.1.)V (z _ (3*)a I 
dz 'DO 

rCa + 1) (_(3*)ca-a) 
rea + 1 - 0) , 

and then defining seA, u), 

r(a* + 1) rea + 1) 
rCA, u) = r(a* + 1 - A)r(a + 1 _ u) 

CA5) 
~-l a-l 

II (a* - p) II (01 - q), 
»-0 «-0 

and observing that r(A, u) = r*(u, A), we get 

f'~)(o)y'al(o) + ta)(o)g'~)(O) 
= sCA, u){3ao-~( _(3*)a-a + {*(A, u){3ao-v( -(3*) ",-).. 

After a straightforward reduction, letting A = N - 8, 

CT = 8, and a = i'Y - l' - 1, we arrive at 

tN-"(O)y")(O) + !")(O)g(N-·)(O) 

(-(3* /(3)'Y 
(_(3(3*)N/2+1'+1 Ir(N - 8,8)1 

X (exp li[args(N - 8,8) + (8 - N /2) arg((3/ -(3*)]J. 

+ complex conjugate) 

(_~)N( _1)1'+1 e-2Y tan-' (AB/2) 

= 1(31 2I '+2+N 2 Ir(N - 8,8)1 

X cos ,p(N, 8), (A6a) 

where 

,p(N,8) = arg {(N - 8,8) 

+ (8 - N/2) arg ((3/-{3*). (A6b) 

Putting this result into Eq. (A4) completes the 
computation of the integral J, 

J = i[(_~Y(_I)I'+1 e-2 "Y tan-' (AB12)/1{31 2I '+2+N]S(N), 

(A7a) 

where 

SeN) = t (N) I{(N - 8,8)1 cos ,peN, 8). ,-0 8 
(A7b) 

Combining (A7a) with (A2a) yields the final result 
quoted in Eqs. (7) of the text. 
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Nonlinear Theory of Elastic Directed Surfaces* 

H. COHEN AND C. N. DESILVA 

University of ~innesota, Minneapolis, Minnesota 
(ReceIved 15 November 1965) 

The. present p~per develops a .nonlinear theory for the deformation of an elastic directed surface by 
assumro~ the eXlS~nce of a stram energy function and postulating a principle of virtual work which 
gov:erns Its mechanIcal be~vior. The equations of equilibrium and the boundary conditions are shown 
to ~nvo~ve both the classICal stress as well as .the double stress. Constitutive equations are derived 
which give the stress and double stress as functIOns of a complete set of strain measures which describe 
the deformation of directed surfaces. 

1. INTRODUCTION 

EARLY investigations in the theory of elasticity 
were mainly concerned with establishing special 

theories for thin bodies. Once, however, the general 
three-dimensional equations of classical elasticity had 
been formulated, theories of thin bodies were derived 
as special cases of this general theory.l One attempt 
to develop a special theory of thin bodies independ­
ently of the equations of classical elasticity was 
carried out by E. and F. Cosserat.2 The Cosserats 
following an idea of Duhem3 introduced the directed 
or oriented curve and' surface in order to construct 
theories of rods and shells. In their work, they 
assigned to every point of the surface a set of rigid 
vectors called directors. Ericksen and TruesdeW gen:' 
eralized the concepts of the Cosserats by requiring 
the set of directors to be deformable. In this refer­
ence, Ericksen and Truesdell gave a complete ex­
position of the kinematics of an oriented surface 
at each point of which is assigned a triad of de­
formable directors. They showed that a complete 
description of the strain of such a surface was 
specified by a set of deformation measures which 
they defined. Moreover, by postulating a stress 
principle, they obtained a set of differential equa­
tions of equilibrium for the directed surface; they 
did not, however, treat the problem of constitutive 
relations. 

The recent work in developing a consistent non-

* This research was supported by the National Aeronautics 
and Space Administration under Research Grant NGR-24-
005-059. 

1 A. E. H. Love, The Mathematical Theory of Elasticity, 
Historical Introduction, (Cambridge University Press, Cam­
bridge, England, 1927), pp. 1-31. 

I E. and F. Cosserat, Theone des Corps Deformables, 
(Hermann et Fils, Paris, 1909). 

8 P. Duhem, Ann. :ecole Norm, (3) 10, 187 (1893). 
'J. L. Ericksen and C. Truesdell, Arch. Rat. Mech. Anal. 

1, 295 (1958). 

linear theory of shells6
-

g 
all have, as their starting 

point, the equations of classical, three-dimensional 
elasticity. However, Cohen and DeSilva 10 formulated 
a nonlinear theory of elastic shells by a direct treat­
ment of the deformation of a restricted class of 
directed surfaces. In this paper, we obtain a general 
theory of hyperelasticity governing the nonlinear 
behavior of a directed surface with a triad of de­
formable directors. 

In Sec. 2, the kinematics of the deformation of 
a directed surface are reviewed, the basic strain 
variables of Ericksen and Truesde1l4 are defined and 
their relation with the two Love-Kirchhoff deforma­
tion tensors is established. In Sec. 3, a principle 
of virtual work is postulated as governing the me­
chanical behavior of an elastic directed surface. In 
this principle, we assume the existence of a strain 
energy function which depends on the classical de­
formation gradient as well as on the directors and 
their gradients. This function is required to satisfy 
the principle of material indifference. The principle 
of virtual work is applied in Sec. 4 to a directed 
surface under the action of arbitrary virtual dis­
placements. It is shown that in addition to the 
classical Cauchy stress tensor, there arises from the 
interaction of the director forces a general Mindlin 
double stress.ll A part of this latter stress tensor 
gives rise to the conventional Cosserat couple stress, 
the other part to a momentless double stress. As a 

6 R. W. Leonard, "Nonlinear First Approximation Thin 
Shell.and ~embrane Theory," Ph.D. thesis, Virginia Poly­
technic Institute (1961). 

6 J. L. Sanders, Quart. Appl. Math. 21 21 (1963) 
7 P. M. Naghdi and R. P. Nordgren, Q~art. Appl 'Math 

21, 49 (1963). . . 
: w. L. Wain~ght, Int. J. Eng. Sci. 1, 339 (1963). 

C. B. Sensemg, IMM-NYU 313 New York University 
(1963). ' 

10 H. Cohen and C. N. DeSilva, J. Math Phys 7 246 
(1966). . ., 

11 R. D. Mindlin, Arch. RatI. Mech. Anal. 16, 51 (1964). 

960 



                                                                                                                                    

NONLINEAR THEORY OF ELASTIC DIRECTED SURF ACES 961 

consequence, for equilibrium, in addition to the 
equations recorded by Ericksen and Truesde1l4 there 
are six additional equations involving the 12 com­
ponents of the momentless double stress. It is also 
shown that the stress tensor and the double stress 
tensor depend on the Ericksen-Truesdell strain 
measures and the general nonlinear constitutive 
relations are derived. 

Finally in Sec. 5 we obtain special cases of the 
general theory when we restrict ourselves to a 
homogeneous deformation together with a particular 
choice of the directors. In particular, the relation 
of the present theory to that of Ref. 10 is clarified. 

2. DEFORMATION OF A DIRECTED SURFACE 

A directed surface SD is defined as a surface S 
at each point X of which there is associated a non­
coplanar triad field of vectors D~ termed the 
directors. Thus SD is given by 

(2.1) 

where the X K are rectangular Cartesian coordinates 
and the U A are curvilinear coordinates on S. Here, 
as in the rest of the paper, Latin and German indices 
take the values 1, 2, and 3 while Greek indices take 
the values 1 and 2. 

We also define the reciprocal directors D; which 
satisfy: 

D~ D~ = Il~; (2.2) 

We recall that the surface given by Eq. (2.1) is 
described by the fundamental surface tensors Au 
and B A 2: given by 

(2.3) 

where N K is the unit normal to S, and where the 
semicolon denotes the total covariant derivative 
(Ericksen12

) • 

The tensors A and B satisfy the usual equations 
of surface theory associated with the names of Gauss, 
Weingarten, and Mainardi-Codazzi. However, Erick­
sen and Tuesde1l4 have shown that, for a differential 
description of a directed surface SD, the basic meas­
ures are X~, G. b, and W~A given by 

X~ = D':cX~A; G. b = D~ Df; W~A = D':c Df;A' 
(2.4) 

Specification of the above quantities, subject to 
certain compatability conditions, are sufficient to 
determine completely a directed surface SD to within 

12 J. L. Ericksen, "Tensor Fields" in Handbuch der Physik, 
edited by S. Fliigge (Springer-Verlag, Berlin, 1960) Vol. III/!. 

a rigid-body motion combined with a reflection. In 
particular, Au and BA2: are given in terms of X~, 
D~, G. I, and W~A by 

Au = G.bX~X~, (2.5) 
BAl: = NK D~(X~;2: + W~2:X~), 

We now assume SD to deform into a directed 
surface 8d given by 

Xi = Xi(U
6
), 

(2.6) 
d! = d!(u6

). 

Majuscule and miniscule Latin and Greek letters 
and indices will be associated with SD, and 8d, 

respectively. We assume X in S maps into x in 
8, D. at X maps into d. at x. If we specify the mapping 

u' = U
6(UA

), (2.7) 

then the deformation of SD into 8d is given by 
Eqs. (2.1) and (2.6) augmented by Eq. (2.7). 

We introduce at each x of 8d reciprocal directors 
d: satisfying the dual of Eqs. (2.2) and define, for 
a differential description of the strain, the quantities 

C. b = d! d!; 

F~A = d~ d!;A. 

(2.8a) 

(2.8b) 

(2.8c) 

When u!, x~, C.b> and F~A are given as functions 
of U A on SD, subject to a prescribed set of com­
patability conditions, they determine 8d to within 
a rigid-body motion combined with a reflection. In 
particular, the Love-Kirchhoff strain tensorsLu and 
KA2: defined by Cohen and DeSilva10 are given in 
terms of the directors d! and the Ericksen-Truesdell 
fundamental forms, Eq. (2.8), by 

Lu = X;AX;2: = C.IX~X~, 

Ku = nix;u = ni d:[F~2:x~ + X~;2:]' 
3. A PRINCIPLE OF VIRTUAL WORK FOR 

ELASTIC DIRECTED SURFACES 

(2.9) 

We shall postulate a principle of virtual work 
which is assumed to govern the mechanical behavior 
of a directed surface. This principle assumes the 
existence of a strain energy function thus endowing 
the surface with hyperelastic material properties. 
The concept of a "variation" as applied to the 
deformed state is exactly that defined by Truesdell 
and Toupin.13 

18 C. Truesdell and R. Toupin, "Classical Field Theories," 
Handbuch der Physik, edited by S. Fliigge (Springer-Verlag, 
Berlin, 1960), Vol. Ill/!. 
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The virtual work 3C associated with an arbitrary 
virtual displacement ox\ od! of Sd is defined by: 

3C = f. [s. ox· + p; od!] de 

+ i 'Y[fk oxk + q: od!] dlT, (3.1) 

where c is a circuit enclosing a region IT in s, and 
where l' is the surface mass density of 8d. The 
quantities 8k and tk correspond to the usual stress 
and body-force vectors respectively, while p: and 
q: correspond to generalized stress and body-force 
vectors associated with the directors d!. 

If we define the variation Od! in terms of a set 
of infinitesimal quantities OA~ according to 

(3.2) 

then the variation OA~ has an obvious physical in­
terpretation. Introducing Eq. (3.2) into Eq. (3.1) 
results in 

(3.3) 

where 

(3.4) 

We thus see that the system of forces pZ, q: as­
sociated with the directors may be replaced by 
an energetically equivalent system of couples m[jkl, 

lWI and double stresses without moment m (jk), l(jk) 

acting on s. Here we employ the convention of 
Ericksen12 regarding the meaning of parentheses and 
brackets about two indices. 

We assume the existence of a strain energy func­
tion such that 

( , . d'· d' ) E = f X;«1, ., .;«1. (3.5) 

The energy W stored during deformation is then 
given by 

W = i 'YE dlT. (3.6) 

We now postulate a principle of virtual work which 
requires that 

3C = oW (3.7) 

be a necessary condition for equilibrium of a directed 
surface for arbitrary virtual displacements ox\ od!. 
The variation oW is subject to the requirement 
imposed by the principle of mass conservation ex­
pressed by 

0(1' dlT) = o. (3.8) 

The strain energy function f is required to satisfy 
the condition of material indifference, i.e., E is 
invariant under rigid motions of 8d. Thus we must 
have 

and 

Of = 0 for {ox: = c·, 
od. = 0, 

{ 

k ·k· 

Of = 0 for ox = c' x', 
od! = C;k d!, 

(3.9) 

(3.10) 

where ck and C;k are an arbitrary constant vector 
and an infinitesimal skew-symmetric tensor respec­
tively. From the form of Eq. (3.5) it follows that 
both conditions (3.9) and (3.10) are satisfied if we 
require f to be a solution of the system of partial 
differential equations: 

oe kJ oe dkJ oe kJ 
-1-, X;«1 + -Ii. + -1'-' d.;«1 = o. 
8x;«1 od. ad.;«1 

(3.11) 

On applying the principle of virtual work subject 
to the variations (3.9) and (3.10) we obtain the 
following compatability equations with respect to 
the applied loading: 

f. Sk de + i 'Ytk dlT = 0 (3.12) 

f (XliiI + mllkl) de + 1 'Y(Xlitkl + llikJ) dlT = o. 
• " (3.13) 

Equations (3.12) and (3.13) are the equations of 
applied force and applied moment equilibrium, 
respectively. 

4. BASIC EQUATIONS OF AN ELASTIC 
DIRECTED SURFACE 

In this section we shall obtain, by application of 
the principle of virtual work, the basic equilibrium 
equations, boundary conditions and constitutive 
equations for a hyperelastic directed surface. In 
order to satisfy the principle of material indifference, 
the assumed form of the strain energy function is 
shown to depend only on the Ericksen-Truesdell 
fundamental quantities, defined in Sec. 2, which 
serve as measures of strain for a directed surface. 

Application of the principle of virtual work, ex­
pressed by Eq. (3.7), for arbitrary virtual displace­
ments ox\ od: requires, when Eqs. (3.1), (3.5), (3.6), 
and (3.8) are used, that 

in IT, (4.1) 
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Sk = tUva 

ak3 _ cpOk + 'YqOk = 0 1-';3 

pOk = I-' oU 
V3 

on 

ill 

on 

c, 

0', 

c, 

(4.2) 

(4.3) 

(4.4) 

where Va are the components of the unit outward 
normal vector to c which is tangential to s. In order 
to obtain Eqs. (4.1) and (4.3), we have defined: 

t! = 'Y(fJEjaX~!J.)U~!J., 

cp: = 'Y {)Ejad:, 

1-':3 = 'Y(aE/fJd!;!J.)u~!J.' 

(4.5a) 

(4.5b) 

(4.5c) 

and have made use of Green's theorem in the form 

1 c~: dO' = Pc CklVI dc, (4.6) 

where Ck3 is an arbitrary double tensor field defined 
in s. Equations (4.1) are the equations of force 
equilibrium and equation (4.2) represents the cor­
responding boundary conditions. The quantities tk3 

are the components of the Cauchy stress tensor 
and are given in terms of the strain energy function 
by the constitutive relations (4.5a). Equations (4.3) 
are the equations of equilibrium for the director 
forces; Eqs. (4.4) are the boundary conditions for 
the director forces. The quantity v: with components 
l-'0k3 given by the constitutive relations (4.5c) is the 
stress tensor corresponding to the director forces 
and may be regarded as expressing the effect of 
the interaction between the directors. The quantity 
~ with components cpok given by the constitutive 
relations (4.5b) is not transmitted across a curve c 
in s and thus has the character of a body force 
which may be thought of as arising from internal 
resistance of the directors to deformation. 

If we make use of Eq. (3.2) in defining an arbitrary 
virtual displacement, the equilibrium equations (4.3) 
and the boundary conditions (4.4) may be cast into 
the equivalent form: 

where 

(4.7) 

(4.8) 

(4.9) 
·k6 From Eqs. (3.3), (3.4), and (4.8), we see that IL' 

correspond to the components of a double stress 
distribution arising from the director forces P:. We 
shall refer to this general double stress distribution 
as the Mindlin stress. 11 This stress may be de­
composed into a double stress with moment-which 
we will call the couple stress-and into a double 

stress without moment, which we will call simply 
the double stress. Similarly, from Eq. (4.7) we see 
that cpik may be regarded as a body double force. 
The parts of Eqs. (4.7) and (4.8) anti symmetric 
in the free indices are the equations of moment 
equilibrium and the boundary conditions, respec­
tively. The part of these equations symmetric in 
the free indices will give the equations for the 
distribution of the double stress. 

The principle of material indifference, Eq. (3.11), 
together with the use of Eqs. (4.5) and (4.9), yields 

(4.10) 

When we apply Eq. (4.10) to the antisymmetric 
part of Eq. (4.7) we obtain: 

(4.11) 

If we set 

(4.12) 

then it follows from Eq. (2.8c) that 

(4.13) 

The symmetric part of Eq. (4.7) then becomes, with 
the use of Eq. (4.13), 

(4.14) 

Equations (4.1) and (4.11) are well known and have 
been recorded by Ericksen and Truesdell.4 It is 
believed that for the case of a directed surface 
Eq. (4.14) is new. 

The condition of material indifference provides a 
set of three linear homogeneous partial differential 
Eqs. (3.11) in the 33 independent variables x~!J.' 
d!, and d!;!J.' From the theory of such equations 
it follows that there are 30 independent solutions 
in terms of which E may be expressed. These solu­
tions of Eq. (3.11) are 

(4.15) 

which are the Ericksen-Truesdell basic strain meas­
ures for a directed surface as recorded in Sec. 2. 

In terms of these variables, the constitutive rela­
tions (4.5) take the form 

(4.16a) 

(4.16c) 

where we have used the condition that {)E/fJCd = 
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iJE/iJCbo' We point out that these relations must 
satisfy specified conditions in the undeformed or 
reference state. 

If r\ r'\ and r'k~ are the components of arbitrary 
mixed tensors, then they may be represented in 
terms of components tangent and normal to the 
surface by 

" = ,"x~" + rn', 
rik = r"~X;aX~p + ran('x~~ + fanl'x~~ + rn'n\ 

r'kI = r"P'x~"x~p + ra6n(ix~~ + faanl'x~~ + r'nink. 
(4.17) 

By making use of equations of the type (4.17), the 
basic equations may be given in terms of their 
surface decomposition. The equations of force equi­
librium (4.1) and the boundary conditions (4.2) may 
consequently be decomposed into forms parallel and 
normal to 8 given by 

and 

t~: - b~ta + "t = 0, 

t~a + b(Jat
tJa + "f = 0, 

(4.18) 

(4.19) 

The constitutive relations (4.16) for t! may be 
brought into the equivalent form: 

ta' = "dao(iJE/iJx~)U~A' 

t' = " dO(iJE/iJX~)U~A' 
where, following Eq. (4.17), we have set 

tU = ta6x~, + tank, 

d! = d~X~a + d.nk. 

(4.20) 

The conditions for moment equilibrium of Eq. 
(4.11) may similarly, by using Eq. (4.17), be reduced 
to equations parallel and normal to 8 given respec­
tively by: 

jZ~: + 2ba6J.!la(JU - tP + "ZtJ = 0, 
(4.21) 

The skew-symmetric part of Eq. (4.8) yields the 
boundary conditions for couple stress parallel to 8 

(4.22a) 

and for couple stress normal to 8 

m 1a(JI la(J16 = J.! 1',. (4.22b) 

We note that the jZa tJ are the four "in-surface" 
components of the couple stress tensor while J.!l atJI a 
are the two normal components of the couple stress 

tensor. These components give rise on the boundary 
c to a couple vector with two tangential components 
iii a and a normal component m I aill. The constitutive 
equations for these components of the couple stress 
tensor may, from Eq. (4.16c), be shown to be 
given by: 

jZaa = 2,,(aE/iW:A)di.d'lu~A' 

J.!la(JU = ,,(iJE/iJF:A)d!ad/lI'u~A' 
(4.23) 

The same procedure is next applied to Eq. (4.14), 
again using the surface decomposition forms of 
Eq. (4.17). We simply record the equations of the 
double force distribution in their final form: 

J.!~:Il)a _ b~aJ.!Il)' - d~aF:6J.!·/l)6 

_ q,(a/l) + "l(a/l) = 0, 

J.!~: + 2ba~(J.!(atJ)' - aa/l/) 

- F:,(d!J.!·6 + dbJ.!°/l6) - q,Il + "l/l = 0, 

J.!~~ + ba6J.!a6 - d6F:6J.!a6 - q, + "l = 0. 

(4.24) 

(4.25) 

(4.26) 

The boundary conditions for the double stress, by 
considering the symmetric part of Eq. (4.8), take 
the form 

m
(a/l) _ (atJ)a . 

- J.! I'~, 

By considering these equations and the procedure 
of their derivation, we interpret J.!(a{J)a as the six 
components of a membrane double stress, J.!{J6 as the 
four components of a double transverse shear stress, 
and J.!6 as the two components of a double transverse 
pressure stress. These components give rise on the 
boundary c to a membrane double force m, (a{J), to 
a double transverse shear force m a, and to a double 
normal pressure m, respectively. In an analogous 
manner, we may interpret q,(a M as the three com­
ponents of a body "in-surface" or membrane double 
force, q,a as the two components of a body double 
shear force transverse to the surface, and q, as a 
body double normal pressure or "squeeze" force. 
Similarly, q,la{JI is the component of a body couple 
vector normal to 8, and i/>a are the surface or mem­
brane components of this body couple vector. 

Equation (4.24) represents therefore a set of three 
equations for the equilibrium of membrane double 
stress parallel to 8d, Eq. (4.25) is a set of two equa­
tions for the distribution of the double shear stress, 
while Eq. (4.26) is the equation for double pressure 
stress normal to Sd' 

Finally, we record the constitutive equations for 
the relevant components of V and c> when we 
suitably modify Eqs. (4.16): 
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and 

cpall = 

(all)a _ (" /"F' )d(adll)'ua 
J.L - 'Y uE u at. a ;t., 

J.L'" = 2'Y(OE/oF;t.)d~ad')u~t., 

lJ.a = 'Y(oE/OF;t.)dad'u~t., 

_ [~ "dllb _ 2~dadll 
'Y ~ U;t. ac a b 

OXt. ab 

+ ~Fa d"dllb ] 
F b ,t.. , 

a ,to 

[ 
OE "db 4 OE d" d -'Y -b U;t. - aC (a b) 

aXt. ab 

+ 2 ~ Fa d"d b
)] 

F b ,to (a , o ,to 

(4.28) 

(4.29) 

In summary, the equations of equilibrium are given 
by Eqs. (4.18), (4.21), (4.24), (4.25), and (4.26). 
The 33 constitutive relations are given by Eqs. 
(4.20), (4.23), (4.28), and (4.29). Substitution of the 
latter set of equations into the equilibrium equations 
will yield a set of 12 equations involving the 12 
unknown functions Xk and d:. 

5. SOME SPECIAL CASES OF THE THEORY 

We shall consider in this section certain special 
cases which depend not only on a particular choice 
of directors, but also on a restriction in the class 
of permissible deformations. For our purpose it is 
convenient to subdivide the director triad do into 
a set of two directors do (n = 1, 2) and a single 
director da ; the reciprocal set is then denoted by 
dO, da• It is, moreover, also convenient to replace 
the Ericksen-Truesdell measures given in Eq. (4.15) 
by an equivalent set 

Lu = x~t.x~l:' 

Caa = d:d~, 
(5.1) 

As a consequence, the first two of the constitutive 
equations (4.16) take the form: 

• [OE k a + OE dO] 3 
tk = 'Y ~X;aU;l: -a k U;t., 

t.l: OXt. (5.2) 

, [OE i db oe dCid + OE F" d;db] CPk = -'Y -b X;t. k- 2 oC b k)3 -b- ,to ok· 
OXt. b3 of,t. 

The third equation (4.16c) remains unchanged. 

Case 1 

We first consider the case in which the strain 
energy function depends only on two directors and 
their gradients (in addition to x;t.), i.e., 

(5.3) 

Since there are 24 independent arguments appearing 
in Eq. (5.3), there will be 21 independent solutions 
satisfying the condition of material indifference, 
Eq. (3.11). This set of solutions is a subset of 
Eq. (5.1) and is given by: 

Lu = x:t.x;l:; x~ = d:X~t.; F~ = d:dL. (5.4) 

If the two directors d~ are chosen as the surface 
vectors x~t., then 

d: = 01x~t. = 01X~iU~t., (5.5) 

with the reciprocal set given by 

d: = aa3U~aO~Xk;a + o;nk. (5.6) 

On substituting Eqs. (5.5) and (5.6) into Eq. (5.4) 
we find that the basic strain variables are: 

F~t. = Fit. = Ku = n,x:u, (5.7) 

F~t. = F~t. = U~aU~rt.. 

From Eqs. (5.5) and (5.6) the directors and their 
reciprocal set have components tangent and normal 
to the surface, as defined in the previous section, 
given by 

d: = o~u~t.; do = 0, 
(5.8) 

d'" = aa" U~aO~; dO = 0;. 
If we now restrict the deformation to be homoge­
neous, i.e., if we set 

(5.9) 

then the nonzero components of the constitutive 
Eqs. (5.2) and (4.16c) are 

tall = 2'Y(oe/oLu)u7t.u~l:' 

J.L"11 = p."11 = 'Y(oE/oKu)u7t.u~l:' 

(5.10) 

(5.11) 

where E is a function of Lu and Ku regarded as 
eight independent quantities subject to the re­
striction 

EU(OE/oLu) = EU(OE/oKu) = O. 

We note that t1all1 = jZlalll = O. It is straightforward 
to show that the equations of equilibrium of the 
previous section now reduce to 
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t~~ + 'Yf = O,} 
b~atPa + f = 0, 

jZ~: + 'YiP = O,} 
b~jZ~6 - 'Yr P = 0, 

bapjZa
p + 'Yl = 0, 

and we must also have ia = la. 
The stress boundary conditions become 

m-a _a&. = f.L Pa, 

8 = ma(J = m = O. 

(5.12) 

(5.13) 

(5.14) 

(5.15) 

Equations (5.10), (5.11), (5.12), (5.13), and (5.15) 
are identical with Eqs. (5.25), (5.26), (5.19), and 
(5.12) of Cohen and DeSilva10 provided we put 
the undetermined constants appearing in the above 
equations of this reference equal to zero. We point 
out that Eq. (5.14) is an additional equation per­
taining to the double pressure normal to the surface. 
r t arises here because of the more general treatment 
used in the present paper. 

Case 2 

We now choose the directors d~ and d: to be 
the surface vectors X~II and the normal vector n\ 

respectively. The strain energy function is then 
given by 

- IX' • n" x' . n' ) E - E\, ;11, , ;112:, ;11' 

We may now write 

d! = 8~U~IIX~6 + 8!nk, (5.16) 
d: = a~6U~~8~Xk;6 + 8;nk. 

The strain variables given by Eq. (5.1) reduce 
to the set of Eq. (5.7) plus the additional quantity 

(5.17) 

where 

(5.18) 

If we now impose the condition of a homogeneous 
deformation expressed by Eq. (5.9), the constitutive 
equations for the nonzero components of the stress 
and body force are given by 

r fJ = 2'Y(ae/aLIIl:)u~lIu~2:' 

(5.19) 

The equilibrium equations are exactly those given 
by Eqs. (5.12), (5.13), and (5.14), with the proviso 
that la = O. The boundary conditions are identical 
with Eq. (5.15) with ma = O. We note that f.La

p = 0 
and that jZaP differs by a factor of 2 from the form 
given in Eq. (5.11). Note also that the quantity 
cj> does not vanish and will give rise to a body­
couple and a body-double force. 
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q-Equivalent Particle Hamiltonians. I. The Classical 
One-Dimensional Case* 

DOUGLAS G. CURRIE AND EUGENE J. SALETAN 

Physics Department, Northeastern University, Boston, Massachusetts 
(Received 28 September 1965) 

Th~ classes of equivalent Lagrangians in one-dimensional particle dynamics are found. These classes 
conta~ not o~y .Lagrangians yieldin~ the. same equations of motion (Lagrangians differing by a 
total tIme denvatlve), but also those Implymg each other's equations of motion. The corresponding 
classes ?f ~aroiltonians, all of which give the same orbits in configuration space, but in general differ­
ent orbits m phase space, are also found. Some specific examples are presented. 

I. INTRODUCTION 

T HERE has, of late, been some interest shown 
in establishing a formulation of dynamics in 

which the momentum variable plays only a second­
ary role, the position variable being distinguished 
as of particular importance.1

-
6 For example, it is 

shown by the no-interaction theorem that, for a 
canonical representation of the Lorentz group in 
which the position transforms properly, the only 
possible Hamiltonians are those which give straight 
world lines. l Further, every such Hamiltonian is 
related by a rather trivial canonical transformation 
(one which transforms the momentum, but leaves 
the physical position unaltered) to another in which 
the momentum is a constant. Thus in this theorem 
the momentum is a sort of dummy variable. If one 
takes the point of view that the momentum may be 
treated as a dummy, so that in the Hamiltonian 
formalism, as in the Lagrangian, it is g and q rather 
than g and p which are of physical significance, then 
several new possibilities open up. In particular it 
becomes interesting to treat two Hamiltonians as 
equivalent if only the equations for the position 
variables are the same. In this paper we consider 
the question of finding all Hamiltonians equivalent 
in this sense. 

Let us state the problem more carefully. Let 
H (g, p, t) be a Hamiltonian for a dynamical system 

* This work was supported in part by a grant from the 
Air Force Office of Scientific Research. 

1 D. G. Currie, J. Math. Phys. 4, 1470 (1963). 
2 D. G. Currie, T. F. Jordan and E. C. G. Sudarshan, Rev. 

Mod. Phys. 35, 350 (1963). 
3 H. Van Dam and E. P. Wigner, Phys. Rev. 138, 1576 

(1965). 
4 J. F. Kennedy and E. H. Kerner, Am. J. Phys. 33, 463 

(1965). 
5 P. Havas and J. Plebanski, Bull. Am. Phys. Soc. 5,433 

(1960). 
6 The, recent discussions in quantum field theory which 

emphasize observables that are local in Minkowski space 
rather than those that have special properties in momentum 
space. 

with one degree of freedom. (We treat only the case 
of one degree of freedom. The problem for more 
than one becomes significantly more complicated.) 
We write down Hamilton's canonical equations q = 
aH/ap and -p = aH/ag, and by differentiating 
the first with respect to the time and then eliminating 
p and p by use of both equations, we arrive finally 
at an equation of the form 

ij = peg, q, t). (1) 

The problem we set is to find all Hamiltonians which , 
when subjected to this procedure, yield precisely the 
same Eq. (1).7 We call these the set of all g-equivalent 
Hamiltonians. (They are not, of course, entirely 
equivalent in the usual sense, since they may very 
well give different second order equations for p and 
thus different orbits in phase space.) 

Some cautionary remarks: Note that we are leav­
ing aside the somewhat wider problem of finding a 
Hamiltonian when only the q equation of motion is 
known.s We assume always that at least one 
Hamiltonian is given. Note also that there is no 
question here of transformations, point, contact, or 
otherwise. Weare looking for the set of all functions 
H(q, p, t) which will give the same Eq. (1) when the 
dummy variable p is handled as in the procedure 
outlined above. If, perchance, there exists some 
transformation that will carry us from one such 
Hamiltonian to another, it is for the present entirely 

7 More restricted cases of this problem have been previ­
ousl.y considered. l? G .. Currie, Ann. Phys. 36, 104 (1966), 
consIders the case In which the force vanIshes. The pre~rint 
of Ref. 4, received during the course of this work considers 
the case in which the force is independent of veiocity and 
time .. Havas8 has also implicitly touched on some of these 
questl0l!S an~ has brought to our.attention a related problem 
treated In a different form by S. LIe, Arch. Math. Naturviden­
skab 1877, p. 129. 

8 P. Havas, ~uovo Cimen~o, 5,.363 (1957), (see p. 371), 
:who shows t.hat In our one-dimenslOnal case the problem is 
In fact no Wider. Futher, one of the results in that paper is 
equivalent for one dimension to our Theorem lb. 

967 
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irrelevant. Note finally that at least one subset of 
the set we are looking for is well known. This is be­
cause it is well known that two Lagrangians dif­
fering only by a total time derivative of some func­
tion of q and t will yield the same equations of 
motion. Consequently so will the Hamiltonians con­
structed from them in the usual way. 

We turn aside momentarily to see how two such 
Hamiltonians are related. Let L(q, tj, t) be a La­
grangian, and consider the Lagrangian L' = L + 
d'If/dt, where 'If = 'If(q, t) and d'If/dt == tja'If/aq + 
a'If / at. Let H (q, p, t) to the Hamiltonian obtained 
in the usual way from L, and H'(q, p', t) be the one 
obtained in the usual way from L' (we write p' in­
stead of p because p' and p will be different functions 
of q, q, t). Let the solution for q of the equation 

p' = L~ = Lq + 'If. 
be tj = 7/(p', q, t), and let the solution for tj of the 
equation 

p = Lq 

be q = Hp, q, t). (We use subscripts to denote partial 
derivatives.) It is clear that 

7/(P', q, t) = ~(P' - 'If., q, t). 

Then in the usual way, 

H'(q,p', t) = [p'q - L'] Iq_~ 

= p'TJ - L lci-~ - TJ'If. - 'If, 

= (P' - 'If.)~(P' - 'If., q, t) 

- L[q, ~(P' - 'If., q, t), t] - 'If" 

or, using the definition of H in terms of L, 

H'(q, p', t) = H(q, p' - 'If., t) - 'If,. 

We say, for obvious reasons, that H' is obtained 
from H by a gauge transformation, or briefly by 
gauging H. Now this, as mentioned in the previous 
paragraph, is only a small class of an entire set of 
q-equivalent Hamiltonians. It is, incidentally, useful 
to note that a gauge transformation is canonical. 

To give an example of what we mean, we turn to 
the simple harmonic oscillator. The conventional 
Hamiltonian is H = !l + !p2, and the equation of 
motion is ij = -q. Now let 'If(q, t) be any differenti­
able function, and form the Hamiltonian 

H = iq2 + 1(P + a'If/aq)2 + a'I!/at. (2) 

This Hamiltonian will yield the same equation of 
motion for q, but it will not yield the same canonical 
equations, for although the orbits in configuration 

space are the same, the phase-space orbits differ. 
The Hamiltonian of (2) can be obtained from the 
conventional one by the canonical (gauge) trans­
formation1 

ij = q, 

p = p + a'If/aq. 

Consider, however, the Hamiltonian 

H = 2 In Iq sec !qpl. (3) 

It is easily verified that this one also yields ij = -q, 
but it can also be shown that there is no canonical 
transformation (i.e., none that preserves Poisson 
brackets) that will carry one from the standard 
Hamiltonian to (3). It should perhaps be mentioned 
that the p and q of (3) will, of course, satisfy the 
canonical equations. But although there exists a 
transformation that will produce the Hamiltonian 
of (3), this transformation is not canonical. This is 
because a canonical transformation is one that car­
ries every Hamiltonian system into a Hamiltonian 
system.9 The transformation that yields (3) works 
for the harmonic oscillator, but not in general for 
other Hamiltonians (see Sec. IV, Example la). The 
standard Hamiltonian is, according to our definition, 
q-equivalent to (3). We wish to establish a procedure 
for finding all Hamiltonians q-equivalent to a given 
Hamiltonian and to parametrize the set of them. 

Before attacking this problem, however, we wish 
to turn to an equivalent one for the Lagrangian 
formalism. This we do briefly in Sec. II. The 
Hamiltonian problem is treated in Sec. III, and some 
examples are given in Sec. IV. 

II. THE LAGRANGIAN PROBLEM 

Consider a Hamiltonian H(q, p, t) derived in the 
usual way from a Lagrangian L(q, tj, t). It is well 
known that essentially all the orbits in configuration 
space obtained from the solutions of Hamilton's 
canonical equations are also obtained from the 
Euler-Lagrange equations 

!l. aL _ aL == eL = O. 
dt aq aq 

(4) 

For such orbits we may thus say that (4) implies (1), 
and vice versa. Note that (4) and (1) are not iden­
tically the same equation, for in (4) q appears multi-

9 More accurately, let Q = Q(p, q, t) and P = pep, q, t) be 
a transformation from p, q to P, Q. Then there is a theorem 
that says that this transformation preserves brackets only if 
for every Hamiltionian R(p, q, t) there exists a K(P, Q, t) such 
that the canonical equations q =. aR / ap, P = - aR / aq are 
carried over into Q = aK/ap, P = - aK/aQ. 
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plied by a coefficient, while in (1) it stands alone. 
Now suppose we have two q-equivalent Hamiltonian 
Hand B, and let H be derived from the Lagrangian 
L, and B from L. Then Eq. (1) implies and is implied 
by both 8L = 0 and 8L = O. 

Thus we may conclude that Hand Bare q-equiv­
alent Hamiltonians if and only if their Lagrangians 
Land L are equivalent in the sense that the Euler­
Lagrange equations obtained from L imply and are 
implied by those obtained from L. We wish first to 
study such equivalent Lagrangians, but we start, as 
will be seen, from a somewhat weaker requirement. 

Let L(q, q, t) and L(q, q, t) be two Lagrangians for 
an unconstrained system with one degree of freedom. 
Assume that the mass "tensors" La. and Loa fail 
to vanish or to become infinite in some region R of 
(q, q, t) space.10 We call L subordinate to L in R if 
8L = 0 implies that 8L = o. With this definition we 
prove the following. 

Theorem 1. (a) If L is subordinate to L in R, 
then L is subordinate to L in R, i.e., Land L are 
equivalent in R. Further 

8L = f(q, q, t) 8L, (5) 

where f(q, q, t) is a constant of the motion (which is 
the ratio of the mass tensors). 

(b) Consider a Lagrangian L and a constant of 
the motion f(q, q, t), such that neither f nor Lao 
vanish or become infinite in a region R of (q, q, t) 
space. Then there exists an L equivalent to L in R 
and satisfying (5). Furthermore, L is unique up to 
the total time derivative of some function of q and 
t. 8 [A general expression for L is given in Eq. (18).] 

ProQf. The Euler-Lagrange equation for L may 
be written 

- qL •• = qL.a + L., - La. (6) 

The Euler-Lagrange equation for L is similar; it 
may be solved for q to yield 

- q = (qL.a + L., - La)ILq.. (7) 

By the assumption of part (a) of the theorem, (6) 
implies (7), so that (7) may be inserted into (6). 
Then some simple algebra leads to 

8L = qLdq + qLda + L., - La (8) 
L·· - - - - 1-

= L:: (qL •• + qL.a + Lol - La) = f eL, 

where P - =L •• I L ••. Since by assumption neither 
L .. nor L •• is zero or infinite in R, neither is f or 

10 For simplicity we assume that all functions have 
continuous first and second derivatives in R. 

I/f. It follows that 8L = 0 implies 8L = 0, so that 
L is subordinate to L. Two such Lagrangians are 
what we have called equivalent. 

We now show that f is a constant of the motion. 
Let Land L be equivalent, thus satisfying (5) and 
(8) for some f. By subtracting qL •• = qfL,;. from both 
sides of (5), we obtain 

qfLd + IL. , - IL<l = qL.a + Lal - La. (9) 

Take the derivative of both sides of this equation 
with respect to q and use (8), arriving eventually at 

L.oCI.q + f,) = io(qL.a + L., - La) = O. (10) 

This differential equation, which must be satisfied 
by f, imples that f is a constant of the motion. To 
see this, let q(t) be a solution of the equation of 
motion (6). Then (10) becomes 

L •• (faq + I, + f.q) - L • .(dfldt) = O. (11) 

Since L.. ;6 0, this means that df / dt = 0, or that f 
is a constant of the motion. This completes the proof 
of part (a) of the theorem. 

The remaining problem is to show that once I 
is chosen L exists and is unique up to the total time 
derivative of a function of q and t. We do this by 
first writing down the general solution of L.. = 
fL ••. The expression so obtained is then subjected 
to (9), which guarantees that it will yield the same 
equation of motion as does L. Since this differential 
equation involves only derivatives with respect to 
q, it is an ordinary differential equation, so that its 
solution is obtained almost trivially. Parenthetically, 
this is no longer true for the case of more than one 
dimension, when the analog of this equation becomes 
a set of partial differential equation. 

The solution may be written 

L(q, q, t) = J: dq' J:' dq" f(q, q", t)Ldd(q, q", t) 

+ qA(q, t) + B(q, t), (12) 

where A, B, and Ware arbitrary functions of q and 
t, except that qA + B must be a sufficiently smooth 
function in R and that the surface q = W(q, t) lie 
in R, so that the region of integration may be con­
tained in R. Actually the two lower limits need not 
be the same, but setting them equal leads to no loss 
of generality, since adjustment of A and B can take 
up any change in the lower limits. It is often con­
venient to pick W = 0 which is possible when q = 0 
lies in R, but we leave the choice open. The problem, 
once W is chosen, is to find A and B such that Eq. 
(9) is satisfied. 
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In proceeding we write the integral in Eq. (12) 
without the primes and double primes and omit the 
upper limit from the integral signs. It is helpful to 
use the following formula, obtained by integration 
by parts. For any function Z(q, q, t) we have 

After some elementary operations, Eq. (9) may be 
written 

gfL •• + fL., - fL. = fw dq[IjfL •• + fL. 1 - fL.]. 

+ fw dq[Li.Ci.q + f,) - f.(qL •• + L., - L.)] 

- f(q, W, t)L.q(q, W, t)[W, + WW.J + AI - B •. 

The first integral is obtained immediately; the in­
tegrand in the second integral vanishes by Eq. (10). 
The result is 

f(q, W, t)[L. - L.I - qLa. 

- (WI + WW.)L •• 11.=w<.,,) + A, - B. = O. 

Let the first term on the left-hand side be called 
G(q, t). Then we must find A and B such that 

G(q, t) + A, - B. = O. (13) 

This equation is easily integrated. Two convenient 
forms of the solution are 

A(q, t) = w. - f G dt, 
(14a) 

B(q, t) = WI; 

and 

A(q, t) = q.., 
(14b) 

B(q, t) = q., + f G dq. 

Here wand q. are arbitrary functions of q and t, and 
the integrals of G are taken with respect to the one 
variable indicated and from an arbritary lower limit. 
That is, for instance, 

f G dt == l' G(q, t') dt', 
" <.) 

where a(q) is an arbitrary function and q is treated 
as a parameter in the integral. Finally, if (14a) 
is used, (12) becomes 

£ = L dq L dq fL •• - q f G dt + :. (15a) 

If (14b) is used, (12) becomes 

£ = L dq L dq fL •• + f G dq + ~~. (15b) 

Equations (15a) and (15b) differ by a total time 
derivative. 

To recapitulate, given a Lagrangian L, one finds 
a constant of the motion f and then constructs a 
new Lagrangian £ according to (15) with arbitrary 
Wand w (or q.) (note that G is determined by the 
choice of f and W). It is clear that w contributes a 
gauge transformation. We say that £ is obtained by 
fouling L with /.11 Thus, fouling L with a given 
constant of the motion / determines £ up to gauge. 

One may ask how this result is related to the folk 
theorem according to which two Lagrangians are 
equivalent if and only if they differ in gauge, i.e., 
by the total time derivative of a function of q and t. 
The difference is that for fouling we are demanding 
a weaker form of equivalence. For our purposes it 
is enough that 8£ = 0 if and only if 8L = O. In the 
folk theorem, equivalence means that 8£ = 8L. As a 
particularly simple example, the folk theorem does 
not apply to the Lagrangians that yield ij = -q and 
aij = -aq. In fact the second Lagrangian is ob­
tained from the first by trivially fouling it with the 
constant a. 

m. THE HAMILTONIAN PROBLEM 

Our original problem, to find the set of q-equiv­
alent Hamiltonians, could now be solved by con­
structing them from the set of equivalent Lagrang­
ians. We proceed, however, more directly. 

First we make the following remark. Let H(q, p, t) 
and B(q, p, t) be q-equivalent. Then it follows 
that12 

Hip, q, t) = q = BY/fl, q, t) (16) 

is an equation connecting p and p. Let its solution 
for p be written as 

p = P(P) 

(we suppress the q, t dependence). Now, it is ordi­
narily assumed that the first equality of (16) can 
be solved for p in some region V of extended phase 
space (the direct product of time and phase space). 
This requires that H"" fails to vanish or become in­
finite in V or, as we shall say, that H is good in V. 
Similarly B is good in a region iT of extended phase 
space. Then we take as the domain V* of pep) 

• 11 '.!-'his terminology is adapted from a suggestion by F. A. E. 
Plram. 

12 As before, we assume that all the functions we deal with 
have first and second derivatives. 
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that part of V on which P" is neither zero nor in· 
finite. Let the range of P be V* = p(V*). 

We now proceed to the problem. Let Hand 11 
be two Hamiltonians good in V and V, respectively, 
and consider the regions V* and V*, namely the 
range and domain of PCp). We restrict our considera­
tion for the time being to these regions. The second 
of Hamilton's canonical equations obtained from 
His 

Ha = -P = -Pall" + P~lIa - P" (17) 

We write H.(q, p, t) as a function of q, p, t by in­
serting p = pep), and we then take the derivative 
of both sides of (17) with respect to p. The left-hand 
side becomes 

(18a) 

Now Hal' = Hl'" and from (16) it follows that 

Hp. = lIr;a + lIfj;;[fJp(q, p)/Clq], (18b) 

where we have suppressed the t dependence in writ­
ing p as a function of q, p, t. Finally we use this and 
p. = - (fJpjClq)P" to write the derivative of (17) in 
the form 

lIiiQPii - IIp?. = -Pp.H" - P.Hpp 

+ Ppp11. + Pp1J.ii - Ppl 

or 
dPfj/dt = o. 

Thus P fj and hence also 

(19) 

is a constant of the motion. 
It can be shown that, if H is obtained in the usual 

way from L, and 11 from L, then L can be obtained 
by fouling L with the constant of the motion 
appearing in (19). This is seen to be reasonable when 
-one notes that 

1I'i>f> = (Hph = HJ'i> = Hpp/I (20) 

and recalls that, in general, if Hand L are the 
Hamiltonian and the Lagrangian for a given physical 
system, then Hpl'L •• = 1. Comparison with (8) then 
yields the desired result immediately. 

Once I and H are known, 11 is determined up to 
gauge. This may be seen by constructing both p 
and 11 by using (19) and (16). Let H be known, and 
let I(q, p, t) be some constant of the motion. In Eq. 
(19) q and t are only parameters, so that (19) is easily 
integrated. We obtain 

P = J: I dp + R(g, t), (21) 

FIG. 1. Typical region 
::--__ p ". C in which p(p) is defined 

by a single mtegral. 

------+--------q 

where R is an arbitrary function and 0 is some fixed 
value of p within V*. Note, incidentally that, in terms 
of f, V* may now be defined as that part of V in 
which 0 < If! < 0:>. It may not always be possible 
to construct P(p) throughout V* by using only a 
single integral. The region in which (21) will work 
is of the kind indicated by shading in Fig. 1, where, 
ignoring the time dimension of extended phase space, 
we have let the free-form shape represent V*. Then 
the region in which pep) is defined by (21) is seen 
to depend on the choice of O. In general more than 
one such integral is needed.13 It is also possible to 
choose the lower limit on the integral to be a function 
of q and t, but usually this is not necessary. In any 
case, the general solution of (19) is (21), and R can 
be adjusted to account for any change in the lower 
limit. 

When (21) is inverted to give p = PCp), Eq. (16) 
can be integrated. This yields 

J
ll JP(fj) ir 

H = Hp dp + Seq, t) = Hp a; dp 

+ Seq, t) = iP(f» fHl' dp + Seq, t). (22) 

The lower limit on the integral need not be chosen the 
same as in (21), but it is convenient to do so. We 
have thus far used three of the four canonical equa­
tions of Hamilton to obtain (21) and (22). The 
fourth is 

H. = -p = P~. - PaHl' - P" 

With (21) and (22) this becomes 

o = - J (faHp + fH'JIa] dp 

+ P"p.fHp - S. + IH. - PaHp 

- J (fJI. - i.Hp] dp - R" 

where we have used p. = -PaP'" and the fact that 
I is a constant of the motion. Now with (19) this 

13 See Example la of Sect. IV. 
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becomes 

-f [tH.]" dp - S. + tH. - R. 

= tH. I".e - S. - R, = O. 

Let us write 

tH. I".e = -I'(q, t). (23) 

[It can be shown that I' is equal to the function G 
of Eq. (13) if W(q, t) is chosen from the condition 
p = L. = C.] Thus the fourth canonical equation 
requires that Rand S be chosen so thatH 

-I' - S. -R, = O. (24) 

Two convenient forms for the general solution of 
these equations are 

S = '1'. - f I'dq, 
(25a) 

and 

S = ~" (25b) 

R = -~. - f I' dt. 

Here '1' and ~ are arbitrary functions of q and t, and 
the integrals are explained in Sec. II [see Eq. (14)]. 

Finally, if (25a) is used, (21) and (22) become 

p = 1: t dp - '1'., 
(26a) 

P(fI) f 
H = i tHpdp - I'dq +'1',. 

If (25b) is used, (21) and (22) become 

p = 1: t dp - f I' dt - ~., 
(26b) 

H = iP(fI) tHp dp + ~,. 

Equations (26a) and (26b) differ by a gauge trans­
formation. 

What we have found then, is the following. Given 
a Hamiltonian H, one finds a constant of the motion 
and then constructs a new Hamiltonian according to 
(26) with arbitrary C and '1' (or ~) (note that I' is 
determined by the choice of t and C). It is clear that 
'1' contributes a gauge transformation. As in the case 
of the Lagrangian, we say that H is obtained by 

14 More generally, if the lower lim~t .on the i~tegral !n 
(21) is taken as C1(q, t), and the lower liIll1t on the mtegralm 
(22) is taken as C2(q, t), we set 

-r = [!(H"C2• + H.)] Ip.e, + [!CuJI,,-c,. 

fouling H with 1. Then our results can be stated in 
the following form. 

Theorem 2. (a) Let H(q, p, t) and l1(q, p, t) be 
q-equivalent Hamiltonians good in regions V and 
V, respectively. Let q = H" = 11f1 define the func­
tion pep) through the solution p = PCP). Consider 
the subregion V* C V in which P jl is neither zero 
nor infinite. Then Pp = H""IHpp is a constant of the 
motion, and H can be obtained by fouling H with 
f = IIPp• 

(b) Consider a Hamiltonian H, good in a region 
V of extended phase space, and a constant of the 
motion t(q, p, t) which fails to vanish or become 
infinite in V. Then fouling H with 1 yields a 
Hamiltonian 11 which is q-equivalent to H. Further, 
11 is unique up to gauge. 

IV. EXAMPLES 

In this section we given some examples of equiva­
lent Lagrangians and q-equivalent Hamiltonians. 

Example 1. Simple Harmonic Oscillator (SHO) 
Consider first the SHO, whose usual unfouled 

Lagrangian and Hamiltonian are, respectively, 

la. 

L = !l- !q\ 
H = tq2 + tp2. 

Choose W = 0 and 1 = (!l + !q2)-1. Then 
straightforward calculation yields (up to gauge) 

L = !i. arctan!i. - In (q2 + It). 
q q 

With C = 0 and the same fouling constant now 
written 1 = (!q2 + !p2) -1 = H-t, the new Hamilton­
ian becomes [see Eq. (3)] 

n = 2 In Iq sec !qpl. (27) 

It is a simple matter to obtain R from L or vice versa. 
Note that although H is good throughout ex­

tended phase space (since H"" = 1), 11 is not good 
on the surface q = O. This is because Pjl = III 
vanishes at q = p = O. Then we see that V* does 
not include the origin, and (referring to Fig. 1) 
the region in which our construction defines n is 
shown in Fig. 2. By choosing C positive, n can be 

q 
FIG. 2. Region j'* for 

SHO Hamiltonian of 
Eq. (27). 
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defined everywhere above the q axis, or by choosing 
C negative it can be defined below. 
The more general result is 

H' = 2ln Iqsec [!pq - arctan (C/q)] I. (28) 

That (28) and (27) differ only in gauge where 
they are both good is seen when (28) is written in 
the form 

H' = 2 In Iq sec {!q[P - (2/ q) arctan (C / q)] II. 
In general if 

H'(q, p, t) = H(q, p - h, t), 

where h is a function of q alone, then Hand H' 
differ in gauge alone. 

lb. It is possible also to foul H so that H depends 
on time. All that is needed is a time-dependent con­
stant of the motion f (i.e. one for which af / at :;C 0, 
although, of course, df/dt = 0). Choose C = 0 and 
f = (p cos t + q sin i)-I. Then by somewhat tedious 
calculation one obtains 

ll=qtant 

X sec t[(eP cot !t)cos, - In (el> cot !t)0os, - 1], 

which is obviously well fouled. 
Example 2. If a Hamiltonian is of the form H = 

T(p) + V(q), that is, if it is the sum of a part de­
pending only on p and another depending only 
on q, we shall call it separated. Given an unseparated 
H, it is sometimes possible to separate it by fouling. 
When this is possible, we say that H is separable. 
An example of an unseparated but separable Hamil­
tonian is given in Eq. (2). It is separated by the 
gauge transformation shown there (of course, a 
gauge transformation is a special case of fouling). 

Under what conditions can H be separated? Let 
Hand H be q-equivalent Hamiltonians, and let 
H be separated: Hp« = O. Further, let H be obtained 
by fouling H with f. Then by combining (18b), (19), 
and (20), we find that Hp« = Hwp«/f. Now we use 
(21) to write P., which yields 

Hp. = Hpp 7 [I f. dp + R.(q, t) J. 
Rearrange the terms and take the derivative with 
respect to p, obtaining 

f. = (fHp./Hpp)p = fp(Hp./Hpp) + f(Hp./Hpp)p. 

Since f is a constant of the motion, f.Hp = f"H« - f,. 
Then if we multiply both sides of the above equa­
tion by H p, some simple algebra will lead to 

where { } is the Poisson bracket (with respect to 
q and p). Thus if H is separable, there must exist a 
constant of the motion f(q, p, t) such that (29) can 
be satisfied. It is helpful to note that since Hp = q, 
the Poisson bracket in (29) is just equal to -q. 

We make use of this separation procedure in the 
following problem. Consider the Lagrangian 

L = !(1 + q2) exp {-2V(q) I. (30) 

This Lagrangian is of interest because it has certain 
quasi-relativistic properties which will be discussed 
more fully in a later paper. In particular, its equation 
of motion is 

q = -(1 - q2)V', 

and it is easily seen that if the velocity q is less than 
1 it will never surpass 1. The Hamiltonian obtained 
in the usual way from this L is 

H = !p2 exp (2V) - ! exp (-2V), (31) 

which is not separated, but, as we shall show, is 
separable. 

Let us try to find a time-independent constant 
of the motion satisfying (29). For the Hamiltonian of 
(31) this means that we are looking for an f such that 
fV' H is independent of p. Obviously the p depend­
ence of this product can be eliminated by setting 
f = aH-r, where a is any function of q. In particular, 
since H itself is a constant of the motion (it does not 
depend explicitly on the time), a may be any num­
ber. Thus by fouling H with such an f we may be 
able to separate it. 

Let us start by using (26a) to calculate p. We have 

p = -2a[tanh- I (pe2V) _ tanh- I (ClV)], 

where a and C are yet to be chosen. Clearly it is 
most convenient to choose a = -!, C O. Then 
we have 

(32) 

It is now a simple matter to use the rest of (26a) 
to calculate H. The result is 

H(q, p) = In [cosh p] + V. (33) 

This separated Hamiltonian has several interesting 
relativistic properties which will be discussed in 
the subsequent publication already mentioned. 

It should be pointed out that not all Hamiltonians 
are separable. This may be seen as follows. Let 
H = T(p) + V(q) be separated. Then it is easily 
shown that the equation of motion obtained from 
His 

q = -S(q)V'(q), (34) 

(29) where Seq) is equal to T"(p) evaluated for p given 
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by the solution of T'(p) q (the primes indicate 
differentiation with respect to p). Thus if a Hamilton­
ian is to be separable, the equation of motion ob­
tained from it must be of the form of (34), that is 
the It force" must be a product of a function of q 
with a function of q. The equation of motion of our 
example is of this form, which is why we were able 
to separate the Hamiltonian. 

V. CONCLUSION 

The principal motivation for the present investiga­
tion lies in its relevance to the study of equations 
of motion which are relativistically invariant.15 When 
such equations are found, it is desirable to imbed 
the dynamics in a Hamiltonian formalism. But as 
we have seen, the Hamiltonian is far from uniquely 
determined by the equations. It is chosen usually 
with other considerations in mind, such as that it 
equal the energy, that it possess certain cluster 
decomposition properties, or that it transform in 
some special way under the Poincare group. To 
attempt to satisfy as many such properties as pos­
sible it is helpful to classify the set of all Hamilton­
ians which yield a given equation. It is, moreover, 
useful to know what properties cannot be satisfied 
by a Hamiltonian. (For instance, there is no separ­
able Hamiltonian that will yield q = q + q2.) 

A second motivation is related to the representa­
tions of the Poincare group (or more generally any 
relativity group). A particular Hamiltonian gen­
erates a representation on phase space (see the 
paper cited in Ref. 7), and thus by studying all the 
Hamiltonians associated with a given equation of 
motion we can consider the class of representations 
all of which give the same dynamics. This class 
includes representations with widely varying prop­
erties. For instance, H = (p2 + m2)l and H' = p2/2m 
both yield the free-particle equations, but H gen­
erates the usual canonical representation of the 
Poincare group, while H' generates a noncanonical one. 

15 D. G. Currie, Phys. Rev. 142,817 (1966). 

The general problem of finding all Hamiltonians 
equivalent to a given one has been solved here only 
for a very special case, namely for one-dimensional 
particle motion. It is interesting to extend these re­
sults to the case of n degrees of freedom, n > 1. 
Especially interesting is the case of two particles, 
for then the study of relativistic interactions be­
comes nontrivial. However the extension is not 
trivial, for all the ordinary differential equations in 
one dimension become partial differential equations 
in n dimensions. We are at present studying this 
problem. Other extensions of these considerations 
are in the direction of quantum mechanics and field 
theory. The fouled Hamiltonian of Eq. (27), for 
instance, will obviously lead to a treatment of the 
harmonic oscillator differing greatly from the usual 
quantum mechanical treatment, for when p (we 
have dropped the bar from p) is replaced as always 
by i a/aq, SchrOdinger's equation becomes a linear 
differential equation of infinite order. It is thus 
obvious that fouling can be used to complicate a 
simple problem, but it is also perhaps possible to 
use it to simplify complicated problems. It should 
be noted also that the Hamiltonian is actually 
changed to a new dynamical variable by fouling; 
it is not as though we were merely changing the 
functional form of a variable by going to a new 
coordinate system. Thus its spectrum will change, 
sometimes radically. In the classical case, for in­
stance, we saw for the simple harmonic oscillator 
that the values that the Hamiltonian can take on 
may shift from the positive real line to the entire real 
line. Finally, gauging of particle Hamiltonians is the 
analog of the gauging normally encountered in field 
theory. In the same way, fouling, which is a gen­
eralization of gauging, has an analog in field theory, 
but this analog is even more difficult to find than it 
is to extend the particle case to more than one dimen­
sion. Although there are many formal analogies 
between our work and field theory, we are not pre­
pared at this time to go into these considerations. 
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On the Development of the Covariant Formulation of the 
Conservation Laws of General Relativity 
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A method of obtaining Komar's covariant formulation of the conservation laws of general relativity 
directly from the variation of the scalar curvature density is presented. The procedure of obtaining 
this expression is free of the addition of arbitrary elements and only tensorial terms and operations 
are employed in the development. 

USING the results of Bergmann1 and Ms:;ller,2 
Komar3 first obtained a covariant formulation 

for the conservation laws of the general theory of 
relativity. This formulation is given by the expression 

transformation Xi X + E~i. This variation can 

I[(-g)'(~';; - ~i:')LLi 

== {( _g)i(~i:i _ ~I;i)ltl.i == O. (1) 

While expression (1) is evidently the simplest co­
variant expression of its type that is identically 
.satisfied, it is nevertheless of fundamental interest 
to investigate the considerations which lead to its 
<ievelopment. 

Here we present a method of directly obtaining 
expression (1) from the equations guaranteeing the 
general covariance of the field equations of general 
relativity. Aside from the simplicity of this method, 
it is seen, in contrast to other formulations, that 
every step of this development involves only 
tensorial terms. 

Starting with the invariant Lagrangian density 
(_g)t R of the general theory of relativity,4 we con­
sider its variation under the infinitesimal coordinate 

1 P. G. Bergmann, Phys. Rev. 112,287 (1958). 
2 C. MjijIler, Ann. Phys. 4, 347 (1958). 
3 A. Komar, Phys. Rev. 113,934 (1959). 
4 C. Mjijller, (Kgl. Danske Videnskab, Selskab Mat. Fys. 

Medd. 31, No. 14, 1959), and B. Laurent, Nuovo Cimento 11, 
740 (1959) have shown that the "superpotential" underlying 
the M¢ller pseudo tensor can be constructed directly from the 
differential identities which are obtained by varying the invari~ 
ant Lagrangian ( - g)! R under a general infinitesimal coordinate 
transformation Xi Xi + E~i. In particular, the terms of this 
variational expression are grouped as the nontensorial co­
efficients of the ~', 1;'.;, I;'.i.k, ~i';.k.Z and then, after appropriate 
symmetrization, set identically equal to zero. [In this manner 
one obtains the most general set of identities following in 
consequence of the demand of the general coordinate in­
variance of the variational principle underlying the theory. 
See, for example, W. R. Davis, Z. Physik 148, 1 (1957)]. Thus, 
it is in this connection that M¢llers superpotential follows 
from the variation of (_g)t R. Using the results of M¢ller, 
Komar showed that one could obtain a tensor formulation 
which included M¢ller's nontensorial expression as a special 
case. By way of contrast, it is noted in this paper that Komar's 
tensor formulation is directly obtained from the variation of 
the scalar curvature density (_g)t R in a manner which is free 
of the addition of arbitrary elements. 

be immediately written as 

0[( -g)'R] = 0[( -g)ig'iRiil 

= _(_g)'Gii 6gii + (_g)'gii 6RH , 

where Gii == RH _ (!)Rgu . 
Using the following well-known results: 

6RH = 6{.kk} - o{~} , 
~:i ~1 :k 

6~~} = !giZ[6g;z:k + 6gkl :i - 6gilo ;l], 

6gij = -E(~i:i + ~i:()' 

(2) 

where the ~~} are the usual Christoffel symbols of 

the second kind, Eq. (2) can be written in the form 

6[(-g)'R] = E (-g)'[2Gii~i 

Substituting the Ricci identity in the form 

into the second term of (3) then yields, 

0[( -g)IR] = E (- g)![2Gii~i 

- gklgiiR':li~m + gkigiIR'::li~'" 
- HlZg'i - giZlk)~k:i:zL. 

Consider now the following terms: 

gklgiiR':/i = gklgiig"'''RhkH 

= gH g"'''RL, = giiR'; = RiM; 

gkigiZR':". = gkigHgmhRhkli 

= _llg"'hR~!i = _Ri"'. 

Thus, using these results, Eq. (4) becomes 

975 

(3) 

(4) 
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- !(y"gH _ gilgllnk;;;I];/, 

which may be immediately rewritten in the form 

6[( -g)IR] = E{ (- g)l[ _R~i - !(~';i - ~i;I).;I] Li' (5) 

Since the transformation law of the invariant scalar 
density Lagrangian (- g) I R under an infinitesimal 
coordinate transformation is given by 6[( _g)IR] 
=-E[(-g)lm'L, Eq. (5) becomes 

- [(_g)IR~t; = {(_g)l[ -Re - !(~';; - ~;;\,]L. 

(6) 

Then noting that 

[(-g)IR~;L = [(-g)iR~;];;, 

Eq. (6) results in the simple expression 

[(_g)!(~l;; - ~;;I);IL == o. (7) 

Expression (7) is precisely the tensor expression 
that was first presented in the literature by Komar. 
In terms of the above development, it has been 
shown that (7) can be obtained from the infinitesimal 
transformation law of the invariant Lagrangian 
(-g)IR in a manner which is free of the addition 
of arbitrary elements and where only tensor quan­
tities and tensor operations are used in the develop­
ment.1i 

Clearly, the expression (7) is arbitrary to the 
extent that one can still add to it any quantity 
C; where C: i = O. However, additive terms of this 
type will in general destroy the tensor properties 
and/or the simple form of the resulting expression. 

6 For a discussion of this expression and its application, see 
W. R. Davis and M. K. Moss, N uovo Cimento 27, 1492 (1963); 
ibid. 38, 1531, 1558 (1965)i also see A. Trautman, Lectures on 
General Relativity (PrentlCe-Hall, Inc., Englewood Cliffs, 
New Jersey 1964), pp. 18.5-188. 
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Upper and lower bounds are obtained for canonical ensemble averages. The bounds are expressed 
entirely in terms of averages with respect to an arbitary unperturbed canonical ensemble density 
operator. A weak form of the derived bounds is used to show that, for magnetic fields exceeding a 
given critical value, the magnetization of the antiferromagnetic linear chain approaches ferromagnetic 
saturation as the temperature approaches absolute zero. 

I. INTRODUCTION 

UPPER and lower bounds for the canonical 
ensemble average (Q) of an operator Q are 

formulated by combining certain convexity properties 
of the free energyl.2 with a recently published in­
equality of Golden.3 The bounds are expressed en­
tirely in terms of averages with respect to an 
arbitrary unperturbed canonical ensemble. 

Essential to the present formulation is Fisher's 
useful observationl that upper and lower bounds 
for a convex function lead directly to upper and 
lower bounds for the first derivative of the function. 

As an application of a weak form of the derived 
bounds, it is shown that the magnetization of the 
antiferromagnetic linear chain approaches ferromag­
netic saturation4 as the temperature approaches 
absolute zero for values of the magnetic field 
satisfying UjJ.'JC/2J > 2. 

II. DEFINITIONS AND DERIVATIONS 

Let Hand H 0 denote Hermitian Hamiltonians 
and write 

H = H 0 + (H - H 0) == H 0 + H l' 

In terms of a Hermitian operator Q define 

F('Y) == (-{3)-l In 'If exp [-(3(H + 'YQ)], 

where 'Y is an arbitrary real parameter to which 
we assign the dimension of energy, and (3 == 1/ KT 
denotes (Boltzmann's constant times the absolute 
temperature)-l. In this paper any operator whose 
trace is indicated is required to be bounded. We 
do not explicitly note the dependence of F('Y) on 
{3, H, and Q, which are to be regarded as fixed. 

In a canonical ensemble with a density 

* This work was supported in part by the Air Force Office 
of Scientific Research under Grant No. AF 196-63. 

1 M. E. Fisher, J. Chern. Phys. 42, 3852 (1965). 
2 R. B. Griffiths, J. Math. Phys. 5, 1215 (1964). 
a S. Golden, Phys. Rev. 137, B1127 (1965); C. J. Thomp­

son, J. Math. Phys. 6, 1812 (1965). 
4 R. B. Griffiths, Phys. Rev. 133, A768 (1964). 

p(H, (3) == exp (- (3H) /Tr exp ( - (3H) , 

the Helmholtz free energy is 

F(H, (3) = F(O) , 

and the ensemble average of Q is 

(Q) == Tr[p(H, (3)Q] = F'(O). 

The unperturbed quantities F(Ho, (3) and (Q)o are 
similarly defined by replacing H by H 0 in the above 
definitions. 

The bounds to be derived are 

(Q)o - g('Yl) :::; (Q) :::; (Q)o - g(2), 'Y2 < 0 < 'Yl, (1) 

where 

g('Y) == (Q)o + 'Y-1[r(O) - F-h)] = 

= ('Y(3)-1 In (exp {-{3[(H1- (H1)0)+'Y(Q-(Q}0)] \)0' 

and F± will be given subsequently. 

The derivation follows. 
Since F('Y) is a convex (upward) function2 of 'Y, 

the function is everywhere below its tangent; thus, 
provided that the indicated derivative exists, 

Fh) :::; F(O) + 'YF'(O) = F(H, (3) + 'Y(Q). 

The weak form of Peierls' inequality5 is 

so that 

F('Y) :::; r('Y) == F(Ho, (3) + (H1)0 + 'Y(Q). (2) 

Now Golden has shown3 that 

Tr exp [-(3(Ho + HI + 'YQ)] 

:::; Tr {exp (-{3Ho) exp [-(3(H l + 'YQ)] I; 
therefore 

F('Y) ~ F-(-y) == (3) 
== F(Ho, (3) + (H1}0 + 'Y(Q)o - 'Yuh)· ----

6 See, for example, H. Falk, Physica 29, 1114 (1963). 

977 
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The inequality (2) may be written 

Fh) ::; reO) + 'Y(Q), 

which, in combination with (3), gives for "12 < 0 < ')'1, 

thus completing the derivation of (1). 
It should be noted that the bounds contain un­

perturbed averages only, and that the optimization 
conditions presented by Michael Fisher1 are certainly 
applicable, in principle, to (1). One also observes that 
if (Q) and (Q)o are extensive variables in terms of 
N, the number of particles in the system, then a 
sufficient condition for (Q)/N = (Q)o/N in the 
thermodynamic limit6 is that "II and "12 can be found 
for which the following conditions obtain for all 
temperatures: 

lim therm gh1.2)/N = 0 
(Q)o/N ' 

where (Q)o/N ~ O. 
It is possible to weaken (1) in order to gain 

tractability. For example, one can use the fact that 

\Tr A tB\ ::; (Tr A tA)! (Tr BtB)l, 

which is an expression of the Cauchy-Schwarz in­
equality as applied to square matrices A and B. 
An immediate consequence is 

In Tr {exp (-f3Ho) exp [-f3(H1 + 'YQ)]} 

::; ! In Tr exp (-2f3H 0) 

+ ! In Tr exp [-2f3(H1 + 'YQ)]j 

thus 

F('Y) ~ F-h) ~ P-('Y) == 

== F(Ho, 2f3) + F(H1 + 'YQ, 2f3). 

Use has been made of the positive semidefiniteness 
of the trace of the product of two positive semi­
definite Hermitian matrices. By introducing 

gh) == (Q)o + "I -I [r(O) - P-('Y)] = 

= 'Y-I{[«HI)o + 'Y(Q)o) - F(H1 + 'YQ, 213)] 

+ [F(Ho, f3) - F(Ho, 2f3)] I, 
and applying the above inequality, it is easily 
verified that g('YI) ::; g('YI) and g('Y2) ~ g('Y2). Hence 
(1) yields the weaker bounds,7 

8 The notation lim therm is used in the sense of M. D. 
Girardeau, J. Math. Phys. 6, 1083 (1965). 

7 Dr. R. B. Griffiths has kindly pointed out that the weak 
bounds can alternatively be derived by using, instead of (3), 
the lower bound for F( 'Y) obtained from the "chord property" 

In summary, 

(Q)o - g('Y1) ::; (Q)o - g('Y1) ::; (Q) ::; 

::; (Q)o - g('Y2) ::; (Q)o - g(2)' 

m. AN APPLICATION 

As an application of (4) consider the problem of 
obtaining bounds for the magnetization associated 
with the N-spin model known as the antiferromag­
netic linear chain. The appropriate quantities are 

Ho _ ~ h ~ 
2J - £..oJ (S,S'+l + S~S;+l) + -2 £..oJ S;, 

f-1 f-1, 

HI _ ~ h ~ 
2J - £..oJ SiSi+1 + -2 £..oJ~Si, 

f-1 f-I 

and 
N 

Q = L: Si. 
f-I 

Here 5, denotes the spin operator for the spin 
(8 = !) at lattice site f on the chain which is closed 
so that Sf+N == 5,. With g, f.t, X, and J symbolizing 
the Lande factor, the Bohr magneton, the external 
magnetic field, and the exchange energy, respec­
tively, define h == gf.tX/2J. It is also convenient to 
introduce 

h* == 'Y/2J + h/2 

so that 

(HI + 'YQ) 
2J 

N N 

L: SiS;+! + h* L: Si. 
f-1 f-I 

The total Hamiltonian H = H 0 + HI was split 
into two separately soluble parts,7 and the Zeeman 
term was equally divided between the two parts. 
Explicitly, H 0 contains the "x-y" model HamiltonianS 
and HI + 'YQ contains the antiferromagnetic Ising­
model HamiItonian9-both exactly soluble in the 
presence of a magnetic field. The details of transform-
of a convex function (see Fig. 1 of Ref. 2). It is interesting to 
note that our application of the weak bounds implicitly 
utilizes the free energy lower bound mentioned in Eq. (13) of 
R. B. Griffiths, Phys. Rev. 136, A751 (1964). 

8 See, for example, H. Falk and Th. W. Ruijgrok, Phys. 
Rev. 139, A1203 (1965); references to earlier work are con­
tained therein. 

9 The ferromagnetic Ising chain is discussed by K. Huang, 
Statistical Mechanics (John Wiley & Sons, Inc., New York, 
1963), p. 346. To transform to the notation of the present 
antiferromagnetic model, replace his • and IBI by -J /2 and 
(fJ1. IH 1/2, respectively; his X+ given by (16.74) then cor­
responds to our X""",. However, to proceed further one should 
rederive his expressions (16.76) and (16.77) which contain 
errors. 
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ing Ho to a diagonal, bilinear, Fermi operator form 
and calculating F(Ho, m and (H1)o are readily acces­
sible in references cited.8 Only the required results 
will be written below. The notation is consistent 
with that in Ref. 8 unless otherwise specified. 

For the x-y model, including the Zeeman term, 

F(Ho, !Je) = J.. " In (1 _ ) 
2JN N 7' nk, 

where 

n~ = {exp [(!h - cos k)/e] + lr\ 
In terms of these quantities 

(e = KT/2J). 

(Q)o = 1.. "(n _ 1.) = _ 0"0 
N N7' k 2- 2' 

(H1)0 _ O"~ _ 2 _ hrTo 
2JN - 4 7]0 4' 

where 

1 
7]0 == N f: nk cos k. 

For the Ising model9 with N » 1, 

F(Hl + 'YQ, !Je) = -e In '\ 
2JN "max, 

where 

Amax(h*, e) = e-lB {cosh (h* /2 e) 

+ [sinh2 (h*/2e) + e1/B]t}. 

It is seen that as e - 0 for h > 2; 0"0 - 1, 7]0 - 0, 
(Hl)0/2JN - i - h/4, 'Y(Q)0/2JN - -1/2, where 
1 == 'Y/2J. 

Asymptotically as 0 - 0 for h* > 2 and 111 « 1, 

F(H1 + 'YQ, IJO) ,...., 1 - Ihl _ 1: (h) 
2JN 4 2 sgn 

+ 0(1~ = 1 ~ h - i + 0(12
). 

Clearly then, Igl/N,...., /0(1)1 which we may choose 
to be as small a positive value as desired so that 
(Q)/N - (Q)o/N = -!. 

This demonstrates that the magnetization of the 
antiferromagnetic linear chain approaches ferromag­
netic saturation as the temperature approaches 
absolute zero for g,.,.JC/2J > 2. 
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We study the finite-dimensional representations of non-semisimple Lie algebras. We give Bome general 
properties, and apply them to the case of the motion group and of the inhomogeneous Lorentz group. 

INTRODUCTION 

THE finite-dimensional representations of non­
semisimple Lie groups (or Lie algebras) have 

until now not been extensively used in physics, 
because they are not, in general, unitary. However, 
the study of the representations of the inhomoge­
neous Lorentz group by Bargmann and Wigner in 
1948, furnishes an example of construction of in­
finite-dimensional unitary representations starting 
from finite-dimensional nonunitary representations 
of the homogeneous Lorentz group. Likewise, the 
finite-dimensional representations of the "homoge­
neous" Galilei group (which is iso~orphic to the 
motion group T X R) are of interest in physics. l 

The aim of this paper is to study the finite-dimen­
sional representations of any Lie algebra by using the 
well-known fact that any Lie algebra is an extension 
of a semisimple Lie algebra. 

In Sec. I, we give some general features of the 
representations. Then we compute in Sec. II, the 
finite-dimensional representations of the motion 
group and in Secs. III, IV, those of the inhomoge­
neous Lorentz group (in fact of their Lie algebras). 
In Appendix II we give the connection between this 
last calculation and the derivation of invariant wave 
equations. 

In the following, K is a field of characteristic 0 
(in fact R or C). Lie algebras are of finite dimension 
and by representation we always mean finite-dimen­
sional representation. 

I. SOME DEFINITIONS AND STANDARD 
THEOREMS 2,3 

A. Extension of a Semisimple Lie Algebra by a Lie Algebra 

Let 9 and a be any Lie algebras. 9 is called the 
extension of 9 by a if a is isomorphic to an ideal 

1 J. M. Levy-Leblond (to be published). 
2 All these results can be found in J. Dixmier, Algebres de 

Lie (C. D. U. 1962). 
a See also: N. Jacobson, Lie Algebras (John Wiley & 

Sons;.Inc., New York, 1962) andJ. P. Serre, "Lie Algebras and 
Lie uroups," lectures given at Harvard University, 1964. 
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a' of 9 and if the quotient gla' is isomorphic to g. 
The extension is called inessential if 9 is isomorphic 
to a semidirect product of a by g.4 

Theorem: An extension of a semisimple algebra 
is always inessential. 

In the following, 9 will be a semisimple Lie 
algebra, so we are concerned only with inessential 
extensions. Let us consider 

We identify a to an ideal of 9 by i, and 9 to a 
subalgebra of 9 by k. a and 9 are supplementary 
in g, which we note 9 = a E8 g. Recalling that, 
for a Lie algebra g, and X E g, ad X is the linear 
mapping of 9 into g, defined by: Y E 9 ~ [X, Yj E g; 
ad X is a derivation of g, that is: 

ad X([Y, Z]) = [ad XCV), Z] + [V, ad X(Z)]. 

Let J be an ideal in g; ad J X is the restriction of 
ad X onJ. 

There is an homomorphism 0 of the Lie algebra 
9 into the Lie algebra of derivations on a. 0 is 
defined by 

O(X) = ad ll X, "IX E g. 

In 9 we have, when A E a, B E a, X E g, 
and Y E g: 

[A + X,B + YJ = [A,B] 

+ O(X)B - O(y)A + [X, YJ. 
By the mapping 0, a becomes a g-module. Let us re­
call that a g-module is a couple (V; p), where V is 
a vector space and p a representation: X ~ p(X) 
of the Lie algebra 9 into the Lie algebra £(V). 
Then we write 

Xv·v = p(X) 'v, where v E V, XE g. 
4 That is, if 9 is isomorphic to a subalgebra of g. 
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(When no confusion would arise, we write X· v in­
stead of Xv'v,) So, in a we have 

X·A = e(X)A = [X, A], 

where the last term designates the bracket of A and 
X, considered as elements of g. 

B. Some Complements about g-Modules 

Let VlI V 2 , and V be any g-modules. We define 
a g-module structure on the following spaces by 

Vi ® V2 : X'(Vi ® V2) = X'Vi ® V2 + Vi ® X'V2 

if Vi E VlI V2 E V2, and X E gj 

£(Vi , V2) : (X'f)(vi) = X'f(vi) - f(X'vi) 

if f E £(Vi, V2) and Vi E Vi' In particular, we 
can take for V 2 the trivial g-module (i.e., V2 = K 
and X'V2 = 0 VV2 E V2, X E g), thus recovering 
the definition of the contragradient (or dual) rep­
resentation X* = _'X. 

Remark: It is easy to see that these two definitions 
agree with the canonical identification of V~ ® V 2 

with £(Vi, V2), which associates to each element 
v~ ® V2 the operator 

Vl -t (Vi' V~)V2' 

B(Vi X V2; V) (i.e., the space of the bilinear 
mappings of Vi X V2 into V). 

(X· <I»(Vl' V2) = X'<I>(vi , V2) - <I>(X'Vi, v2) 

- <I>(v1 , X'V2), <I> E B(Vi X V 2 ; V). 

In particular, if V is the trivial g-module, <I> is a 
bilinear form and 

(X· <1»(Vi , V2) = -<I>(X'Vi, V2) - <I>(vi, X'V2)' 

Invariant elements. Let V be a g-module. An 
element V E V is called g-invariant if X· v = 0, 
V X E g. [from the group viewpoint, by taking 
g = exp eX), we have gv = v). V~ will be the set 
formed by the invariant elements of V. If 9 is 
semisimple, V = Eei Vi, where the Vi are simple 
JIiodules (i.e., are irreducible components of the rep­
resentation of 9 in V), and V~ is nothing other than 
the trivial part of the representation, that is the 
sum of the Vi which are isomorphic to the trivial 
g-module (i.e., the trivial representation). From the 
preceding definitions we have 

~ £(Vi , V 2) = {fj f E £(Vi , V 2), X'f(vi) = f(X'Vi) , 

VVi E Vi; and "'IX E g}. 

It is the set of 9 homomorphisms of V 1 into V 2 • 

We have also 
~ B(Vi , V 2 ; V) = {<I>; <I> E B(Vi , V 2 ; V); 

X· <I>(Vi, V2) = <I>(X ·Vi , v2) + <I>(vi, X .v2) \. 

In particular, if V is the trivial g-module, <I> satisfies 
<I> (X . Vi, V2) + <I>(vi, X· V2) = O. [From the group 
viewpoint, this relation is equivalent to <I>(g. Vi, gV2) = 
<I>(VlI v2 ).) 

C. Structure of the Finite-Dimensional Representations 
of Semisimple Lie Algebras Extensions 

Let p be a 9 representation in a finite-dimensional 
vector space V, and let I be the restriction of p 

to a. From the identifications made in LA, we 
may write 

peA + X) = f(A) + p(X) j A Ea, XE g. 

V is considered as a g-module (by restriction of p), 
and we write X·v instead of p(X)·v (X E g, V E V). 
a is also a g-module for the representation e defined 
in Sec. LA and, in the same way, we write X· A, 
instead of e(X)·A (X E g, A E a). From the fact 
that p is a representation, we found the following 
two conditions for I: 

f[A, B] = [teA), feB)], V A, B E a, 
f(X·A) = X'f(A), teA) E £(V) 

(la) 

(2a) 

(by defining on £(V), the g-module structure given 
in Sec. LB. Therefore condition (2a) is equivalent to 

f E £[a, £(V)]~. (2b) 

We put the preceding condition in more explicit 
form. As a g-module, V may be written 

V = Ee(Di®Ni), (3) 
i 

where the N, are g-modules such that N~ N i 
and the D, are simple modules such that DiX.D; 
if i ¢ j. 

We have 

£[a, £(V)] ~ a* ® V* ® V 

~ Ee (a* ® DT ® Di ® NT ® N i) 
i.i 

and 

.e[a, £(V)]~ ~ Ee {(a*®DT®Di)~®Nr®Nd. 
iii 

So, corresponding to the decomposition (3), I(A) can 
be put in the matrix form (fH(A», where 

(4) 
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and 

(2.c) 

Mij E NT @ Ni ~ £(N j , N i). (5) 

Computing 1 ij is equivalent to extracting the trivial 
representation from the product of three representa­
tions. Now we also assume that a is a simple g­
module (for the representation fJ). 

The dimension of (a * @ D~ @ D i) ~ is equal to 
the number of times that a appears in D~ @ D •. 
If, in the product of two irreducible representations 
of g, each irreducible representation appears at most 
once (we say that g is "simply reducible"), the 
dimension of (a* @ D~ @ D.)~ is equal to one 
or zero, according as a does or does not appear in the 
decomposition of D~ @ D i • 

We restrict ourselves to that case. So we found 
that the Ti; are known except for a multiplicative 
constant. 

The condition (Ia) must still be satisfied. For 
this purpose, the following remark is useful. Let 
VI, V 2, Va be g-modules, and a the g-module 
defined in Sec. LA. Let us consider 

~ fl E £(a; £(V1 , V 2)) , 

~ 12 E £(a; £(V2 , Va)) , 

~ 13 E £(a; £(V" Va)) . 

We defined 

<f>(A, B) = MA)I,(B) - MB)MA) - M[A, B]). 

Then 
~ <f> E B(a A a; £(V1 , Va») . 

If B(a A a; £(D j , D.»~ is not a zero-dimensional 
space, let (<f>;.;) be a basis of this space and 

<f>.kj(A, B) = T'k(A)Tkj(B) - T.k(B) . Tkj(A) 

L: 'Y~jk<f>~·j(A, B), 
I. 

T.j([A, BJ) = L: 8~j<f>!j(A, B). 
I. 

The condition (Ia) may be written 

L: f'k(A)fk;(B) - f'k(B)· Ik;(A) = fi;([A, BJ), 
k 

and, from (4) 

L: 'Y~k;<f>~i(A, B) @ M.kMk; 
I..k 

= L: 8~;<f>~;(A, B) @ Mi;. 
I. 

So we have the following conditions: 

81. Mij = L: 'Y~kjMikMk;' 
k 

(I.b) 

for each pair (i, j) for which £(a A a; £(D;, D.)~ 
is not a zero-dimensional space. 

D. Application to the Finite-Dimensional Representations 
of any Lie Algebra 

The following well-known result is used: An 
arbitrary Lie algebra 9 is the semidirect product 
of its radical R and a semisimple algebra g. (R is 
the greatest solvable ideal of g.) The preceding re­
sults can be applied. There are now some other 
properties, due to the fact that R is solvable. 

Let (p, V) be an irreducible representation of g. 
(a) p is zero on N = [R, 91. In fact N = [R, g) 

is the nilpotent radical of g; but it is well known 
that N is also the set of X E 9 such that p(X) = 0 
for each irreducible representation. 

(b) For each A E R, peA) = A·I v. It results 
from Schur's lemma (if the field is algebraically 
closed: i.e. K = C). In particular, if R = N, peR) 
is zero for each irreducible representation. It is the 
case when R~ = 0, because in that case [R, g) = R 
and a fortiori [R, 91 = R. 

Consequence: Each irreducible representation of 
9 restricted to g is still an irreducible representa­
tion of g. 

E. Application to the Semidirect Product of an 
Abelian Lie Algebra by a Semisimple One 

We suppose that 9 = a x g, where A is Abelian 
and is a simple g-module. We have R = a and 
N = [a, g) = [a, g) = a. Let us set 

{
VI' = {v E V; f(A)v E V"-I' '1 A E al, 

V-I = {OJ. 

Then 

{OJ C Vo C VI C ... , C V" = V, 

and, from the preceding sections 

V .. r6- V .. - 1 , if p = 0, ... n. 

It is obvious that the V" are sub-g-module of V, 
so we have 

V" = L: (D; @ N;,,,) , 
j 

where N;,,, C N j , and it is easy to see that 

IN; .. _ 

1,;,-1 -
In; n EN;, M.;n 

E N., .. -1 '1i such that Tij r6- O}, 

{OJ. 
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I t is then possible to find subspaces G; .,,' p = 0, 1 ... n 
of N; such that 

N· = G·0t'£G·1t'£ .. · t'£G· 1.2' "w" Q7 W ,.])-

(But it is to be noticed that this choice is by no 
mean canonical.) We can put the matrices M;; in 
the form 

where Mil.". are n,." X n j •• matrices and n,." 
dim N, .". It is clear that 

M H .". = 0 if p;::: q. 

We can now resume the situation in the following 
way. To get an explicit form for a finite-dimensional 
representation of 9 = a X g, we have to take a 
family (n,.")o""",, i E I of integers, where I is the 
set of classes of equivalent finite-dimensional rep­
resentation of g, and a family (M ij .".)0"" .• "" i, j E I 
of ni." X nj .• matrices, where 

Mil.". = 0 if dim (a* @ Dr @ D;)~ = 0 

or if p;:::q 

and satisfying the following conditions5
: 

with 

L 'Y~kjM'kMk; = 0, 
.I: 

(6) 

Defining -V" = EB,(D, @G,.,,); to the decomposition 
V = EB" -V" corresponds a matrix form by "blocks" 
for p: 

Pl(X) fu(A) .. · fl,.(A) 

p(X + A) = 
o P2(X) ... f2 .. (A) 

o o p,,(X) 

where 

p,,(X) = EB (D.(X) @ 1\",..), , 

jH . .,.(A) being a matrix which maps D; @ G; .• 
into D, @ Gi • ., and which is defined by 

f'j.".(A) = T,j(A) @ Mil . ., •. 

Remark 1: We see from the preceding results 
(4)-(5) that, if the representation p restricted to a 

~ Remark: the matrices Mj" p. are also submitted to the 
condition (lj ker Mi •. p-l. p = to). 

is nontrivial, then p is reducible, but not completely 
reducible.4 

Remark 2. Equivalence of representations. 
Let us consider two representations p = L, D, @N, 

and p' = L; D j @Nj (where we identify space and 
representation). The intertwinning operators have 
the following form: 

A = L1\n,@A;, A, E £(N,), 
i 

where the A, are such that 

Then, the necessary and sufficient condition for 
the equivalence of two representations is the exist­
ence of invertible matrices A, such that 

II. APPLICATION TO THE FINITE-DIMENSIONAL 
REPRESENTATION OF THE MOTION GROUP 

OF THREE-DIMENSIONAL SPACE 

This group is the semidirect product T X R of 
the translation group and the rotation group in a 
three-dimensional Euclidian space. We want to find 
the continuous finite-dimensional representations, 
so it is sufficient to determine the representations 
of the corresponding Lie algebra. This one is also 
a semidirect product 9 = a X g, where 9 ~ 8U(2) 
and a is an Abelian three-dimensional Lie algebra, 
which as a g-module, is equivalent to D,. (As usual, 
the irreducible representations of 9 are designed by 
D" where 2l is an integer.) 

A. Tit's Derivation 

Let X+, X_, and H be the canonical elements 
of 9 such that 

[X+, X-J = 2H, 

[H, X+J = X+, 

[H, X-J = -X_. 

The Til are more easily computed in the basis (e!) 
of D, defined by 

From 

JX+ e! = (l - h) e!+I' 

l
X- e! = (l + h) e!-I' 

He! = he!. 

(a* @ Dr @ D,)~ = (Dl @ D; @ D/' 

it is clear that this space is not zero-dimensional 
only if i and j are not simultaneously equal to O. 
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So we have only to compute B. The Coefficients "(ik; 

Tu (i ~ 0), 

(remark: i is either always an integer or always a half­
integer). 

We search Til under the form 

where the C~! are Clebsch-Gordan coefficients. Then 
the corresponding operators are given by 

where (. , .) is the scalar product defined by 

(e!, e!,) = oP._p'( - Y(i - p.)! (i + p.)! 

After computation and a suitable choice of the 
arbitrary constant in each case, we find 

[T/i(em e! = (p. - iA) e!+A' 

f [Tl-l,.(e:)] e: = -(~ - p.)(~ - p. ~_~) e!:!, 

l 
[T.-l,.(eO)] ep = +(~ + p.)(~ - p.) ep , 

[T.-l,.(e: l)] e~ = -(i + p.)(i + p. - 1) e!:!. 

This result can be expressed in the ordinary (and 
orthogonal) basis ~~ by the following transformation.6 

with 

'Y: = 1 and 'Y~ = [(l + m)! (l - m) !/(2l) !]!. 

We have (also with a choice of the arbitrary constant 
in each case): 

J [T,,(e:m~ = [(i.- m)(i + m + 1)]i~~+l' 

1 
[T,,(eomm = m~m, 

[Tii(e:l)]~~ = [(i + m)(i + 1 - m)]i~~_l' 

1 
[T'+l,.(eD]~~ = [(i + m + 2)(i + m + I)Ji~~",,\, 
[Ti+l .• (e~m~ = [(i + 1)2 - m2]!~~+\ 

[T'+1 .• (e:lm~ = [(i + 2 - m)(i + 1 - m)]i~~~\, 

1 
[T'-l,.(e~m~ = - [(i - m)(i - 1 - m)]!~~~\, 
[T'-l .• (e~m~ = (i2 

_ m2)i~~-\ 

[T'-l,i(e:l)]~~ = -lei + m)(i - 1 + m)]i~~:ll' 
• This result was already given under a more general form 

(concerning every convex Lie group) by D. Zelobenko, 
Tr. Mosk. Mat; Obshchestva 12, 62 (1963). 

We have (cf. Sec. I.e): 

(a A a) ® Dr ® Di == Dl ® D; ® D. 

because it is well known that Dl A Dl = D l . This 
space is then at most one-dimensional, and we have 
only to compute 

")';,;+1.;, "1':+1,; ", 

'Y.-l,i-l,'· 

By a suitable choice of arbitrary constants we find 

j'Y •.• -l .• = 2i - 1, 

1 
'Yi,'.i = 1, 

'Y',i+1.i = -(2i + 3), 

{ 
'Yi+l,',' = i, 

'Yi+1.'+l,. = -(i + 2), 

~ 'Y.-l.i .• = i +.1, 

L'Y'-l.i-l .• = -(~ - 1). 

C. Diagram Associated with a Representation 

1. Description 

Let us recall first (see Sec. I.E) that the representa­
tions space V has a decomposition V = EBV", where 
V" = EIMD. ® N •. ,,); for which the representation 
matrix has a triangular form. Then to each rep­
resentation we associate the diagram formed by the 
points of coordinates (i, p). (i is an integer or an 
half-integer, but we can always restrict ourselves 
to the case where all i are of the same kind.) Now 
each point (i, p) is labeled by a number fi i ,,, = 
dim N •. " = multiplicity of D. in V". [We consider 
only the points (i, p) for which iii,,, is different from 
zero.] Such a diagram does not determine completely 
the representation. It is also necessary to know the 
matrix M;; ."., which performs the transition from 
the point 0, q) to the point (i, p); i.e., there is 
a transition between points such that q > P and 
Ii - 11 ~ j ~ i + 1 0, i ~ 0 simultaneously). We 
represent one matrix on the diagram by an arrow 
joining the points. 

We do not consider nonconnected diagrams which 
certainly correspond to representations which are 
reducible in a direct sum of representations. 

2. Example 

One case is particularly simple: When all the ii •.• 
are equal to one or zero. Then the matrix M il,,,g 

reduces to a scalar ai; ."0' Let us consider, for example, 
the following diagram: 
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o 1 2 3 

where we have dropped the coefficient iii ,II always 
equal to one. It means 

To this diagram corresponds the representation 

p(X+A)= 

~d I'T21 (A) I oT23(X) eT22(A) 

I~-J D 1(X) I 0 aT21 (A) ITO I 
Da(X) (3. T 32(A) 
---

o ! 0 I 0 ! D 2(X) 

The coefficients a, (3 • •• are not independent. They 
must satisfy the conditions (6). In this case (6) 
reduces to 

a-y/{3o = t. 

3. Particular Representations 

Let us consider the particular representations 
which do not contain two identical D i • Then it 
is easy to see that the associated diagrams must 
be of the following form: 

o 
.,/ \. 

So the representations corresponding to different 
coefficients are equivalent. 

D. Tensor Product of Representations 

In Sec. LB, we have already given the g-module 
structure for the tensor product of g-modules V 
and V'. It corresponds to 

[(p 0 pl)(X)](e 0 e') = p(X)e 0 e' + e 0 p'(X)e', 

where 

e E V, e' E V', X E g, i.e, g = X + A 

with X E g, A E a. 
We first have to study the structure of the rep­

resentation space V 0 V', or equivalently, the 
structure of the diagram associated with the tensor 
product of the two representations. 

With the notations defined in Sec. II.C, it is 
possible to show that 

(V 0 V'), = L: V'" 0 V'~, 
J;l+QS" 

which means that it is possible to take 

(V 0 V'); = L: V'" 0 v~; 
])+Q-" 

so we obtain the rth stage of the diagram associated 
with the representation p 0 p', in terms of the pth 
and qth stages of the diagrams associated respec­
tively with p or p'. 

Then we have to find the explicit form of the 
matrices. After some Clebsch-Gordan calculations, 
we find 

o 
,/ \. 

o 0 
,/ \. 

o 
,/ 

A Ea, 

o b 0 
~ ~ 

o 0 o 
\. ,/ \. ,/ 

o o 0 

and in this case, the form of the diagram completely 
determines the representation. More precisely, to 
each diagram of this sort corresponds a class of 
equivalent representations. 

In fact, by changing the basis in each D" it is 
always possible to reduce any coefficient {3 to 1. 

where T", 0 1 is a map: D, 0 Di ~ D,. 0 D f , 

the coefficient 'Y~:~ being proportional to the (6-j) 
coefficient 

{ l. ~' ~}. 
J ~ ~ 
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m. FINITE-DIMENSIONAL REPRESENTATION OF 
9 = M X SU(2) WITH M ~ D1I2 

We give here the results concerning this Lie 
algebra, because, as we see in the next section, it is 
then very easy to obtain the structure of the finite 
representations of the inhomogeneous Lorentz group. 

Now we have simpler results in this case than in 
the preceding one. This comes from the following 
fact: 

i.e., there is only a transition matrix Tij for 

Ii - jl = !. 
We get 

1 ,_ i+1 [Ti+!.i(e.)] eA - eA+., 

[Ti-l.i(e!)] e~ = (2Ei - A) e~~!. 

We come now to the condition (Ia). We have to 
consider the space 

[(D! A Dl) ® D' ® Di]il = (DO ® D' ® Di)il. 

This space is zero or one dimensional according as 
i ~ j or i = j. An easy calculation shows that 

cJ>,.i+!., = (i + I)cJ>,} _ 2 (. 1 + ) 
cJ> .. _ •. = -icJ>. or cJ>,.i+ •. i - E ~+2 E cJ>" 

'.' .,-.' , 
cJ>,.i.k = 0, in the other cases, 

where the cJ>i k " have been defined (Sec. I.C), and . . il 
cJ>, is a nonzero element of (DO ® Di ® D') . In 
other terms we have 

'Y •. i+! .• = i + 1, 

'Y; •• -!.; = -i, 
the other 'Yi.k.i being zero. 

Finally, the preceding remarks concerning the 
diagram associated with a representation, and the 
tensor product of two representations are always 
valid in this case. 

IV. FINITE-DIMENSIONAL REPRESENTATIONS 
OF THE INHOMOGENEOUS LORENTZ GROUP 

In the same way as the preceding section, we 
consider only the Lie algebra. 

A. Notations and Basic Facts 

1. The homogeneous Lorentz group 

A basis of the real Lie algebra 90 of the homoge­
neous Lorentz group is constituted by the elements 

(a) Al = (8 ~), Bl = (~ 8), Cl = (~ ~l)' 
A2 = (8 0), B2 = (~ 8), C2 = (0 -i). 

Considering the corresponding complex Lie algebra 
9, we can take the basis 

(b) 

Xl = Al + iA2' 

Y l = BI + iB2' 

HI = !(CI + iC2), 

X 2 = Al - iA2' 

Y 2 = BI - iB2' 

H2 = HCI - iC2). 

It should be kept in mind that the i which appear 
in (a) and in (b) have different meaning, thus 
obtaining the following multiplication table: 

[HI, Xl] = Xl' [H2' X 2] = X 2 , 

[HI, Y l ] = - Y l , 

[Xl' Y l ] = 2Hl , 

[H2' Y 2] = - Y2 , 

[X2' Y 2] = 2H2 , 

and the other commutators are zero. 
The finite-dimensional representations of 9 are 

labeled by numbers nand m, which can be either 
integer or half-integer D ....... First we choose the 
noncanonical basis which is formed in an obvious 
way from the tensor product of basis e! defined 
in Sec. II. Denoting the elements of this basis by 
e~:~, we have 

X ",'" ( h) m." 1 eh.k = n - eh+l .k, 

Y ".m (+ h) ".m 1 eh.k = n eh- l .k , Y ".m ( + k) ".'" 2 eh.k = m eh.k-l, 

2. The inhomogeneous case 

The Lie algebra of the inhomogeneous Lorentz 
group is a semidirect product 9 = M X 9, where 
M is an Abelian four-dimensional Lie algebra, iso­
morphic to D i.!. An element of M is denoted by eU. 

B. The Finite-Dimensional Representations 

1. T H'. Derivation 

Applying the results of Sec. I, we have to compute 
the matrices T H , where i and j are now a set of 
two integers or half-integers: i = (n,m);j = (n',m'). 

T i ; E (Dt.! ® D R
•
m ® D .. ··",')il. 

So there are only transitions T .. 'm' :"m for In' - nl = ! 
and 1m' - ml = !. But from the following identi­
fication: 

(Dl.i ® D .. ·m ® D""",,)q 

= (Dt ® D" ® D",)q ® (Di ® Dm ® D"',)il, 

we get 

T"m.n·m'(x ® y) = T ..... ,(x) ® T m.m·(Y), 
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where 

It means that with our choice of basis, we have 
only to make a tensor product of the results given 
in Sec. III, thus obtaining 

[T .. +t .... +t; ...... (e, 11)] e::: = e~!~:::!, 

[T .. -t ... -t; ...... (e, 11)] e::: = (2e11-h)(211m-k) 

where T{ .• (e, 11) means Ti .• (e~:!). 

Now, from the physicist's viewpoint, it may be 
useful to know the results in the canonical and more 
physical basis ~; ... , as described in Ref. 5, p. 188. 
The results are given in Appendix 1. 

:e. Relations between the matrices M. i 

Let us recall that 

<I> ... , .... (x, x') = T".(x)·T.".(x') - T",(x')·T.".(x) 

x, x' E Di. 

Now we define also a symmetric bilinear form 

'It,,.,.,,.(x, x') = t [T",(x)T .... (x') + T ... (x')·T .... (x)]. 

It is easy to prove exactly in the same way that 

'It ........ E [(Dt ® D!) ® D" ® D"']\ 

with 

We have to consider the bilinear form <1>" ... ;.1'; ,,' ... ' 

but it is clear that 

<I>"",;,p;"'m'(X ® y, x' ® y') 

= <I> ..... ".(x, x') ® 'It .... p.m·(Y, Y') 

+ 'It ..... ,,.(x, x') ® <I> .... p .... '(Y' y'). 

The only nonzero <1> ..... ;.1';"''''' are those correspond­
ing to 

In - Ifl = 1m - JLI = In' - Ifl = 1m' - ILl = t, 
In - n'l = 0,1; 1m - m'l = 0, 1. 

Now, the only nonzero 'It are 

'It ....... +1 .... = 'It ....... -1 .... = 'lt~, 

'It ... + 1 .... +1 .... = 'lt~, 

'It ... - l .... -i .... = 'It:\ 

where the first equality can be easily verified. We 
have to distinguish three cases: 

I { n' = n + 2E t = n + e'th = ±l. . , + WI E, 11 2' m=m =m 11 

<1>", .... ' ;'.1';".'" = 21](m + 11 + t)'lt!' ® <1> .... 

II {
n' =n t=n +e'th _ 1 . , + 2 + WI f, 11 - ±:!", m=m 1] =m 11 

<1> .. , .m' ;'.1';".'" = 2E(n + e + t)<I>" ® 'lt~~. 

{
n' = n t = n + e 

III. , + m m =m 1] 

<1>" .... ;.1';"'''' = 211(m + 1] + t)'lt~ ® <1> ... 

+ 2e(n + E + t)<I>" ® 'lt~. 
From there, we get the following relations between 

the matrices Mil [the relations (6)]: 

1. 

X Mn+2e,m;n+f,m+,,·Mn+E,m+1J;ft,m = 0, 

II. 

III. gives two relations: 

E 2e(n + E + t)M".m;"+ •. m+,·M .. + •. m+,; ...... = 0 
'., 

and 

E 21](m + 11 + t)M ...... ;,,+ ..... +,·M .. + •. m+,; ...... = O. 
'., 
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APPENDIX I. THE MATRICES T' I IN THE 
"CANONICAL" BASIS ~I ... T 

We adopt here the notations of Ref. 7, i.e., 

( ) . h {lo = n - m, 
T = lo, II WIt II = n + m + 1. 

In this case, we found that there is only transition 
matrices TT'T between T = (lo, ll) and T' = (lo, II ± 1) 
or T' ... (lo ± 1, ll)' After some straightforward 
calculations, we get, using the notation ~:::':1): 

7 J. M. Gel'fand-R. A. Minlos and Z. Ya Shapiro, Repre­
sentations of the Rotation and Lorentz Groups and their Appli­
cations (Pergamon Press Inc., New York, 1963), p. 145. 
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[T"'(~~?i2»]~;.", = ar"[(l+m+2)(l+m+ 1)]l~;~l.m+' 

+ ,8r'T(l - m)(l + m + 2)]!~;:m+' 
+ 'Yr"[(l- m)(l- m -1)]l~;~,."'+l' 

[T"'(~~?o2)m;.m = a;''[(l + 1)2 - m2]1~;:'.m 

[T"'(~i~·!Dm.m = a;"[(l+2- m)(l+ 1-m)]l~;:'.m_' 

+ ,8;"[(l + m)(l + 1 - m)]l~;:m_' 

+ 'YrT(l + m)(l- 1 + m)]l~;~'.m_" 

where the coefficients a, ,8, 'Yare given by the 
following formulas: 

where (cf. Ref. 7, p. 189) 

, _ ~ [W - l~)(l2- l~) Ji 
C, - l 412 - 1 

and 

A' ilol, 
, = l(l + 1) 

Firstcase:T' = (lo, l,+I). 

cr' = c;"[(l - l,)(l + l, + 1)]+, 

,', __ 1_ {[(l+1)2-l~][l+l'+2][l+l'+I]}1 ,', 
a, - 1 + 1 4(l+I)2-1 c, , 

(Jr' = l(l ~ 1) [(l - l,)(l + l, + l)J!c~", 

,', _ ! {(l - l,)(l - l, - 1)(l2 - l~)}i ,', 
'Y, - - l 412 _ 1 c, , 

where c~" is a constant independent of l. 

Secondcase:T' = (lo+l, l,). 

cr" = C;"[(l - loW + lo+,)]1, 

and a, {J, 'Yare given by the same formulas lo and 
11 being interchanged. 

The two other cases T' = (lo, 1, - 1) and T' = 
(10 - 1, 11) correspond to the same formulas, with 
different constants: c~" and c;". 

APPENDIX n. INVARIANT WAVE EQUATIONS'·' 

Let us consider the first-order equation: 

L L. ~y, + ix'!F = 0, 
• UXi 

(AI) 

where X E R, L. are certain matrices which act 
on a space V, y,(r) is a vector of V. 

Following Gel'fand, Minlos, and Shapiro,7 we say 
that Eq. (AI) is invariant under a group of (trans­
formations G, if its form is unchanged by the 
simultaneous transformations 

g E G, 

'!F'(X') = T.'J1(x), 

(A2) 

(A3) 

where g --4 T. is a representation of the group G. 
Now it is easily seen6 that this assumption implies 

the following condition for the L.: 

(A4) 

For G = R the rotation group, i, k = 1, 2, 3. For 
G = .,c the Lorentz group, i, k = 0, 1, 2, 3. Then 
we can consider the condition equivalent to (4) on 
the Lie algebra, by putting 

T. = 1 + EA., 

geE) = 1 + E 0, 0" = 0, 

we have 

(A5) 

But (AS) meanS that, in case G R, the set of 
Li (i = 1, 2, 3) is isomorphic to Dl as a G-module, 
and, in case G = .,c, (A5) means that this set (i = 
0, 1,2,3) is isomorphic to D!·i. 

In other words, finding the matrices L, is equiv­
alent to solving Eq. (la) of the representation 
problem. We then recover the values of the possible 
L;: they are given by the matrices T. 

For example, the correspondence with the Gel'fand, 
Shapiro, and Minlos results is in the case G = R: 

(L+);; = T;;(eD, 

(L)ij =, T,j(e:,), 

(La);; = -T;;(e~), 

thus explaining the "transition rules" for the ma­
trices L i , and the necessity of using a sum of irre­
ducible representations of the group G, in order to 
have nonzero matrices L" i.e., a nontrivial invariant 
wave equation (1) must involve wavefunctions y, 
which are defined on a sum of irreducible spaces. 
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Higher-Order Poles in the S-Matrix* 

C. R. HAGEN 

Department of Physics and Astronomy, University of Rochester, Rochester, New York 
(Received 15 November 1965) 

The question of the possible existence of multiple poles in the 8-matrix is discussed. It is shown by 
means of a simple model that such poles are not generally incompatible with Lagrangian field theory 
and can only be excluded in axiomatic formulations by the assumption of a unique correspondence 
between stable particles and the poles of the 8-matrix on the physical sheet. 

T HE condition that the poles of the S-matrix 
be simple has for some time been accepted as 

an essential ingredient of any consistent theory of 
elementary particles. Although a considerable 
effore-3 has been recently made to demonstrate 
the fact that mUltiple poles of the S-matrix may 
in fact occur on unphysical sheets4 (thus giving rise 
to deviations from purely exponential decay for un­
stable systems), the possibility that such poles could 
occur on the physical sheet has largely been dis­
regarded. 

The apparent basis for this exclusion of higher­
order poles consists in Streater's assertion5 that 
a necessary and sufficient condition for a field to 
satisfy the asymptotic condition is that its re­
tarded vacuum expectation values have the usual 
one-particle singularities. Thus, one need only accept 
the assumption of the existence of an asymptotic 
field operator corresponding to each pole of the S­
matrix to immediately exclude the possibility of 
higher-order poles. While it is not our intention to 
suggest here that this view is necessarily incorrect 
in the context of strong interactions, we wish to 
remark that Lagrangian field theory is rich enough 
to provide some examples of trivial theories for 
which the poles of the S-matrix have no particle 
interpretation and can consequently be of higher 
order. 

For the sake of definiteness we choose to illustrate 

* This research was supported in part by the U. S. Atomic 
Energy Commission. 

1 M. L. Goldberger and K. M. Watson, Phys. Rev. 136, 
B1472 (1964). 

2 R. J. Eden and P. V. Landshoff, Phys. Rev. 136, B1817 
(1964). 

8 J. S. Bell and C. J. Goebel, Phys. Rev. 138, BU98 (1965). 
, It is perhaps instructive to note here that such double 

poles always occur for at least one value of the coupling 
constant when an 8-wave virtual or bound state becomes 
unstable. While this is in no way relevant to the question of 
the exponential decay of a reson~nc~, it does provide Ii 
strikingly simple example of the comCldence of poles on an 
unphysical sheet. 

I R. F. Streater, Nuovo Cimento 25, 274 (1962). See also 
W. Zimmermann Nuovo Cimento 13,503 (1959); ibid. 16,690 
(1960); K. Symanzik, J. Math. Phys. 1, 249 (~960). 

this point by reference to the case of the scattering 
of two spinless particles having masses mb and m •• 
lt is further assumed that these particles interact 
with a third meson of mass ma through the virtual 
transition 

ap b + c. 

The scattering amplitude 

1 = eU sin 8/p 

with 

p = {[s - (mb + mc)2][s - (mb - mc)2]/4l} t 

has the well-known representation 

1 = J + (l/871)r ~r, (1) 

the convenience of which is derived from the fact 
that 1 and J are each unitary amplitudes, i.e., in 
the elastic region 

I(s + if) - f(s - iE) = 2ipll*, 

J(s + if) - J(s - iE) = 2ipJJ*. 

In Eq. (1), ~(s) is the renormalized propagator asso­
ciated with the field cf>a(x) and res) is the proper 
vertex function normalized to unity for all three 
particles on the mass shell. 

The basic observation consists in noting that a 
pole in the vertex function in certain cases may 
give rise to a double pole in the scattering amplitude. 
It is to be emphasized that this in no way contradicts 
the recent discussion by Goebel and Sakita 6 on the 
significance of the poles of the vertex function. This 
can be illustrated most clearly by displaying the 
analytic properties of the propagator and vertex 
function on the second sheee (in obvious notation) 
in the form 

6 C. J. Goebel and B. Sakita, Phys. Rev. Letters 11, 293 
(1963). See also Y. S. Jin and S. W. MacDowell Phys Rev 
137, B688 (1965). ' . . 

7:We here identify the .second. sheet with that obtained by 
passmg through the elastlc portion of the unitarity cut. 
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where 

S = 1 + 2ip/I, 

8 = 1 + 2ip]I' 

On the basis of this result the authors of Ref. 6 
have pointed out that a zero of 8 which gives rise 
to a pole in rII is also responsible for producing 
a corresponding zero in AII• Since an appropriate 
increase in the coupling will generally make it 
possible for such a pole to pass through the elastic 
threshold and appear on the physical sheet, rI(s) 
can itself acquire a pole. However, because A r is 
regular at this point, the term r A r has only a 
simple pole which is subsequently canceled by a 
corresponding singularity in r 

It is to be noted that this discussion of the sig­
nificance of vertex function poles is valid only if 
these poles are associated with a singularity in 8 
or 8-1

• However, there is no compelling reason to 
exclude the possibility of poles simultaneously ap­
pearing in rI and rII at a regular point of 8. Such 
poles need not coincide with a zero of AI(S) and 
would consequently lead to a double pole in h. 

In order to illustrate this possibility we select a 
model for which ] == 0, a choice which entirely 
excludes the situation discussed by Goebel and 
Sakita. In this case rI = rII and all of the above 
remarks can be realized in a Zachariasen-type modelS 
which has a "built-in" vertex pole. In keeping with 
the assertion that this possibility is realizable in 
Lagrangian field theory we write for this model the 
Lagrangian 9 

.c = !(e/> o"e/>" - e/>" o"e/» - !m~2 + !e/>"e/>" 

x {e/>(s) o"e/>"(s) - e/>I'(s) o"e/>(s) - Se/>2(S) + e/>"(s)e/>,,(s)} 

1 fao + go (8'1r2)t e/> (m6+m,)' ds e/>(s) pl(s) r(s). 

The propagators 

Za A(x - x') = i(OI (e/>(x)e/>(x'» + 10), 

AeX - x' j s, s') = i(O 1 (e/>(x, s)e/>(x', s'» + 10) 
8 F. Zachariasen, Phys. Rev. 121, 1851 (1961). 
9 W. Thirring, Phys. Rev. 126, 1209 (1962). C. R. Hagen, 

Ann. Phys. (N. Y.) 31, 185 (1965). 

have the momentum-space representation 

Za A(P) = [p2 + m~ - g~21" dsp(~)r2(8)J-l, 
8'1r (m.+m,)' P + s 

A(P ') - o(s - s') + L pi(s)r(s) A(P) pi(s')r(s') 
, s, s - p2 + S 8'1r2 p2 + S p2 + S' , 

where we have introduced g2 = Zag~. 
By making use of the fact that e/>(x, 8) creates 

(b, c) pairs, one finds for the scattering amplitude 
the required form 

f = (l/8'1r)r Ar 

which is clearly unitary if r has no right-hand cut. 
Since res) is furthermore to be a real analytic func­
tion of s with no left-hand cut, it follows immediately 
that res) is meromorphic in the entire 8 plane. 
As the simplest assumption for res) (other than a 
constant) we may take the single-pole structure 

res) = (m: - so)/(S - so) 

[so < (mb + mc)2, So ~ m2], a form which immediately 
leads to a double pole in the scattering amplitude 
at s = so. One might further mention here that it 
is possible in this model to put higher-order poles 
in the vertex function and so generate poles of 
arbitrarily high order in the S-matrix. Thus it is 
clear from this result that there is no essential con­
nection between zeros of the propagator and poles 
of the vertex function. In general it is just the 
absence of such a correlation which leads to higher­
order poles in the S-matrix. 

The singularities which we have built into the 
vertex function have been seen to appear in the 
analytic structure of the S-matrix despite the fact 
that they have no direct significance in terms of 
particles. While the model given here is not truly 
representative of real field theories in view of the 
highly arbitrary form of the vertex function, it is 
of interest that Lagrangian field theory is apparently 
less restrictive on the form of the scattering am­
plitude than is the S-matrix approach. Thus the 
nonapplicability of Streater's work to the model 
considered here, while clearly a consequence of the 
absence of a complete set of asymptotic fields, must 
cast some doubt on the desirability of insisting on a 
strict identification of S-matrix poles with physical 
particles. 
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Two initial-value problems are solved in the Lagrange representation. The initial configuration of 
the first is an isolated, negative, finite spherical gas. In the second a fixed, infinitely thin positive 
permeable, spherical shell is placed concentric and exterior to the negative gas of the first configuration: 
The charge of the total system is zero. The first system is totally soluble. Application to the special 
case of uniform initial density gives that the charge density at a point far removed from the initial 
~phe:e decays .as the invers~ ~ube of time, and is. ~~epend~nt of radius. In the second configuration 
If a IS the radlUs of the POSItIve shell and b the lllltial radius of the negative gas then for uniform 
initial distribution, all charge in the shell b(b/a)t S; r S; b escapes. The remainin'g charge oscillates 
and is randOInized by phase mixing. 

1. INTRODUCTION 

I N this paper we consider the dynamics of certain 
charged spherical systems.1 Understanding the 

motion of such models is of importance in three 
distinct areas of study. In cosmology it is relevant 
to the Lyttleton-Bondi2 universe which is hypoth­
esized to carry a net charge. If the initial distribu­
tion is assumed spherical, then to within classical 
estimates, knowledge of the subsequent dynamics 
lends to our understanding of the evolution of the 
universe, and may lead to inductive support of the 
theory. Secondly, in the study of nuclear detona­
tions,3 one is concerned with the effects which spheri­
cally expanding ionizing radiation has on the natural 
medium of transport. Such radiation tends to leave 
a positive "residue" behind the radial "primary" 
electrons. The question arises as to the nature of 
the oscillations that such an initial configuration will 
enduce. 

With regard to plasma physics, the motion of 
charged spherical systems afiords an opportunity for 
obtaining exact nonlinear solutions. It is particularly 
relevant to the theory of "large amplitude" oscil­
lations' where it is very possible to find large local 
accumulations of net charge. The question arises 
as to the influence which the natural "Coulomb 
dispersion" has on such charge accumulations, so 
that the problem of obtaining characteristic diffusion 
times of such aggregates becomes important. If 

1 Similar problems are treated by: J. Dawson, Phys. Rev. 
113, 383, (1959) and H. Derfier, Tech. Rept. No. 104-7, 
Stanford Electronics Lab., (1961). 

2 R. A. Lyttleton and H. Bondi, Proc. Roy. Soc. (London) 
A252, 313 (1959). 

8 W. Karzas and R. Latter, Phys. Rev. 137, B1369 (1965); 
M. Johnson and B. Lippman, ibid. 119, 827 (1960). 

4 P. A. Sturock, J. Nucl. Energy C2, 158 (1961); Proc. Roy. 
Soc., (London) A242, 277 (1957); D. A. Tidman and G. H. 
Weiss, Phys. Fluids 4, 866 (1961). 

these times are sufficiently short, then they may well 
accompany an over-all destruction in the wave form , 
and the wave will damp. This is a form of l'phase 
mixing" phenomena5

•
6 which has been suggested 

to be the essential mechanism which underlies 
Landau damping.7 Another explanation by JacksonS 
attributes this <lcollisionless" damping to a "trapping 
mechanism" in which the wave expends energy in 
accelerating particles. Other mechanisms attribute 
the damping to resonant energy absorption.9

-
11 

Weitzner/2 in an analysis of the Landau problem, 
finds that the Vlasov equation, in the region of large 
wavenumber, does not describe decaying plane 
waves, but rather a pure relaxation of the given 
perturbation to equilibrium. This, of course, casts 
strong doubt on the conclusions of the original 
Landau analysis. The relaxation which Weitzner 
finds goes as the reciprocal power of the time, the 
exact behavior depending critically on the nature of 
the original distribution. (Long-wavelength plasma 
oscillations remain undamped.) Such inverse power 
decay is, of course, strongly suggestive of a diffusive 
mechanism. 

Still another area related to the included analysis 
lies within the realm of nonequilibrium statistical 
mechanics. The configurations considered are of 
particular interest because they naturally evolve 
into unbounded systems. The procedure of dropping 
the usual "surface terms" which accompany most 

6 M. Kruskal,in The. Theory of Neutral and Ionized Gases 
(Herma~ & CIe, ParIS, 1960), pp. 287-291. 

6 J. Lmhart in Plasma Physics (North-Holland Publishing 
Company, AIUSterdam, 1960), pp. 111-112. 

7 L. Landau, J. Phys. (USSR) 10, 25 (1946). 
8 J. D. Jackson, J. Nucl. Energy Cl 171 (1960) 
9 J. Da~son, Phys. Fluids 4, 869 (1961). . 
10 A. Kidal, Nuovo Cimento 20,104 (1961). 
11 c. s. "\yu, Phys. Rev. 127, 1419 (1962). 
11 H. WeItzner, Phys. Fluids 6, 1123 (1963); ibid. 7 476 

(1964); Commun. Pure Appl. Math. 18, 307 (1965). ' 
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H-theorem discussions13 becomes incorrect. The fact 
that the systems are unbounded also precludes 
Poincare recurrence arguments. The final state at­
tained is a strongly "preferred" state. Such an oc­
currence is of interest because it may be described 
precisely by a "collisionless" (Vlasov) Boltzmann 
equation, and affords an example of this type equa­
tion generating an equilibrium configuration wholly 
distinct from the initial state. 

The included analysis is similar to previous work 
on the thermalization of· charged sheets due to 
crossing. 14 ,16 

2. DESCRIPTION OF CONFIGURATIONS 
AND RESULTS 

Two spherically symmetric initial distributions 
are considered. The first is an isolated, negatively 
charged, finite spherical gas of uniform density.16 

In the second, a fixed, infinitely thin, positive, 
permeable, spherical shell is placed concentric and 
exterior to the negative gas of the first configuration. 
If the radius of the negative gas is b and that of the 
positive shell is a, then in the initial configuration, 
a > b. The charge of the negative gas is - Qo while 
that of the positive shell is +Qo. 

The dynamics of the first configuration is exactly 
soluble. The technique employed to solve the prob­
lem centers about writing equations of motion for 
shells of differential thickness. Each shell carries 
with it an "8 number." The variable 8 is the initial 
radius value of a shell. This method of writing an 
equation of motion for the radius r of a shell is 
indicative of a Lagrangian representation, as op­
posed to the more standard Eulerian17 one. It is 
hetter suited for this type problem as long as the 
shells do not intersect. In this event the problem 
takes 'on an added element of complexity, and the 
Eulerian representation becomes more appropriate. 

For the first problem of an initial uniformly 
charged sphere of finite radius, one readily concludes 
that shells do not intersect. As an immediate con­
sequence, a given shell "sees" a constant amount 
of charge concentrated at· the origin. The problem 
is forthwith reduced to quadratures. An asymptotic 
estimate for radius large compared to the initial 

11 Such as, for instance, a P.r:oof by W. Newcomb on the 
!101lS~cy of If implied by the VIasov equation, which appears 
m!. BernsteIn, Phys. Rev. 109, 10 (1958). 

It O. Buneman.l. Phys. Rev. lIS, 503 (1959). 
16 J. Dawson, rhys.Fluids 7, 419 (1964). 
II The results obtained are valid for all initial charge 

densities which do not increase faster than a constant, with 
decreasing radius. 

17 In the Eulerian' representation one asks: what is the 
(Say) density at randt: In the Lagrangian representation one 
asks what 18 r at t (of a particle, fluid element, etc.). 

8 value gives that the charge density decays as the 
inverse cube of time, with a characteristic decay time 
which is the inverse of the classical plasma frequency 
(associated with the initial charge distribution). 
This result is independent of the radial position r. 

In the second initial configuration, a positive, 
fixed, permeable, infinitely thin shell (charge +Qo) 
is concentric and exterior to the negative gas con­
sidered in the first problem. The radius of the posi­
tive shell is a, while that of the initial spherical 
negative gas is b. In the initial configuration a > b. 
A vacuous shell of thickness a - b separates the 
positive outer shell from the interior negative gas. 

The dynamics of this problem is only partially 
reducible to quadratures. Namely, it is so for those 
shells of the negative expanding gas which do not 
intersect. 

The motion which unfolds is as follows. When the 
negative gas is released from its initial spherical 
configuration of radius b, it expands under Coulomb 
repulsion. As the first infinitesimally thin shell passes 
through the positive shell at r = a, it leaves behind 
an equal and opposite charge, which it sees con­
centrated at the origin and which attracts it back 
toward the origin. However, by the time it has 
reached r = a, it has a finite velocity, so that it 
escapes. Indeed, all charge with 8 number, 8 ;?: 
b(bja)t escapes. Furthermore the shells which com­
prise this escaping motion, do not intersect and this 
portion of the problem is reduced to quadratures. 

The charge, which is bound, oscillates. However 
the analytic content of the motion is obscured by 
intersecting shells. The dynamics is formulated 
within a Lagrangian representation. An expression 
is obtained for the frequency of oscillation-in a 
nonintersecting shell approximation. The frequency 
of oscillation vanishes at the origin and at 8 = 
b(bja)t. In the remaining interval it is of the order 
of the plasma frequency of the initial distribution. 
The vanishing frequency for particles at the origin 
is consistent with the observation that the particle 
at r = 0, remains there inasmuch as it feels no force. 
For small 8 number the (least) time it takes for a 
particle to reach r = a is 

IT ~ a/wp8. 

It is these very slow moving inner shells which must 
ultimately "collide" (i.e., "pass through") with the 
oscillating outer shells. When such an event occurs 
the force on the slowly expanding shell increases, 
whence the parenthetical "least" in the above state­
ment. 

The system is characterized by its partially un-
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bound-expanding component and partially bound­
oscillating component. The ultimate state of the 
system is drastically distinct from the initial very 
well ordered state. The bound-oscillating component 
undergoes a gross phase mixing procedure, which is 
additionally catostrophic since the system violates 
the hypothesis of the Poincare recurrence theorem 
and need never necessarily return to its initial con­
figuration. In addition, owing to the intersection of 
orbits at such radii, there is an increase in tempera­
ture, i.e., a spread in the local velocity. Furthermore, 
calculation of the Boltzmann H function, employing 
a Vlasov equation, indicates that the function de­
creases, this owing to the particles which ultimately 
cross the surface at infinity.IS 

The cosmological significance of this second model 
is that (to within classical estimates) such an initial 
configuration would lead to a partially expanding, 
partially oscillating universe. 

3. DISPERSION OF A CLOUD OF NEGATIVE 
CHARGE 

We consider a spherically symmetric single-species 
charge distribution which at time t = 0 is released 
from a stationary position with a prescribed dis­
tribution. One wishes to uncover the charge density 
at time t > o. 

The initial charge distribution is given by 

[ qo(s)41rs2 ds, 0 ~ s ~ b, 
(1) 

Q(t = 0) = Qo(s) 

s> b. 

The function Q represents the total charge con­
tained within a sphere of radius s. The initial charge 
density is qo. At subsequent time, Q = Q(r, t) and 
the related charge density is given by 

iJQ/iJr = 41rr2 q(r). (2) 

The equation of motion for a shell of charge Q, of 
thickness dr at r is 

or equivalently, 

(3.2) 

The permittivity of free space is Eo. The mass-to­
charge ratio of a gas particle is (e/m). In the event 
that qo is such that shells do not collide in the sub­
sequent motion (i.e., an inner "s shell" never over­
takes an outer "s shell"), the charge contained in 

18 R. L. Liboff (unpublished). 

any "s sphere" (an "s sphere" is the sphere interior 
to an "s shell") is constant, and Q obeys the equation 

Q(r. - r.t) = const = Qo(s). (4) 

Here r. is again the velocity of a specific s shell. 
Equation (4) states that the charge contained within 
any expanding s sphere remains constant. Such 
development is ensured if the initial charge density 
does not increase faster than a constant, with de­
creasing radius. If, for instance, qo is independent of 
s, then the acceleration of any s shell varies as s, and 
outer shells expand outward faster than interior 
ones. If qo obeys this criterion, then a first integral of 
Eq. (3.1) is 

(5) 

where 

0/ = eQ(s)/21rEom. (6) 

In the event that qo(s) is uniform, then 

2 2{ /b\3 2 3 a = ao,s 'I = wvs , (7.1) 

where w" is the plasma frequency of the initial 
configuration, 

w! = 2eQo/3Eob3 m = (81re/9Eom) qo. (7.2) 

More generally the solution to Eq. (5) is 

at/s' = (r/s)l[(r/s) - 1]1 + cosh -1 (r/s)!. (8) 

Equation (8) may be rewritten in terms of the charge 
Q, 

Q! = rl(21rEoms3/e)1 

X (r/s)l[(r/s) - 1]1 + cosh-1 (r/s)!). (9) 

The value which Q assumes on the left-hand side 
relates to the s value on the right-hand side. These 
two variables are, of course, equivalent Lagrange 
parameters and are uniquely related through the 
initial data, Qo = Qo(s). It is this value of Q which 
is carried along in a manner described by the right­
hand side of Eq. (9). 

In order to obtain the charge density q, as given 
by Eq. (2), the initial data equation must be in­
verted [s = seQ)] and then substituted into the 
right-hand side of Eq. (9) to obtain the desired form 
Q = Q(r, t). Although this recipe renders the prob­
lem solved, in principal, the transcendental nature 
of the resulting algebraic equations suggests that 
final solution must be numerically evaluated. How­
ever, as usual, analytic forms may be obtained in 
certain asymptotic limits. The case in point relates 
to the domain, r » b ~ 8. In this region Eq. (9) 
becomes 
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Ql", r\27rEom8/e)1[r + !sln (r/s)] 

'" (r/t) (27rEom8/e)! , 
(10) 

If the initial charge distribution is uniform, then 
one obtains [from Eqs. (2), (7.1), and (10)] 

q/qo~(twp)-3, (11) 

Thus we obtain the interesting result that the 
charge density at a given position r, decays as the 
inverse cube of time, but is independent of r, 
granted that r » b. The decay time is proportional 
to the inverse classical plasma frequency. Again, the 
inverse decay in time is indicative of classical 
diffusion. 

4. DYNAMICS OF A SPHERE OF NEGATIVE GAS 
INITIALLY INTERIOR TO A POSITIVE SHELL 

In this second case we consider that the initial 
negative uniform spherical charge of radius b, and 
net charge -Qo, is surrounded by a positive fixed, 
perfectly permeable, infinitely thin shell of net charge 
+Qo, and radius a, a > b. 

While in the above case one is most concerned 
with obtaining an expression for the time behavior 
of the density at a fixed position, the properties 
of the present configuration are more numerous, and 
it suffices to obtain information regarding the more 
fundamental of these properties. 

First it is important to discern which solutions 
are still obtainable within a noninteracting orbit 
formalism. If, for instance a ::; b, such solution is 
impossible. In this case (a < b) the finite negative 
shell which lies exterior to r = b is attracted inward, 
while the sphere interior to r = b expands outward, 
and shells in the neighborhood of the positive fixed 
shell intersect. If the initial configuration is such 
that the negative gas just fills the cavity defined by 
the positive surface (Le., a = b), then interior shells 
again overtake the more lethargic ones at r = a. 
In these cases solution by noninteresting orbits is 
impossible. 

If, on the other hand, the inner sphere is initially 
of radius b < a, then a portion of the negative gas 
will pass through the fixed positive shell and escape. 
The motion of these escaping shells is completely 
describable in terms of nonintersecting orbit theory, 
and is reducible to quadratures. 

In the subsequent analysis we obtain the following 
information: (1) the critical s-number which sepa­
rates the escaping outer shells from the bound in­
terior sphere, (2) a general expression for the turning 
points of all shells, (3) a qualitative description of 
the motion of all shells, (4) frequency of oscillation 

of bound shells, in the nonintersecting orbit ap­
proximation, (5) the least time for a smalls-number 
shell to reach the positive shell. The salient features 
of the analysis appear in the form of four theorems. 

At any instant prior to two orbits crossing, all 
s shells satisfy the energy equation 

1'2 + (a2/r)[l + (Qo/Q)([r/a] - 1)H([r/a1 - 1)1 

= a2/s. (12) 

The augmented positive-layer charge, Qo([r/a1 - 1), 
guarantees a continuous potential across r = a. 
Also, recall that all shells are such that s ::; b. The 
step function H(x) is such that H = 1 for x ?:: 0 and 
vanishes for all other x. 

As in the proceeding analysis, Q(s) is the charge 
initially contained within the corresponding s sphere, 
while Qo is the absolute value of the charge initially 
within the sphere r = b. The above equation gives 
the quadrature 

-1' g dz 
at - • (g'l/S) _ (H/a) + (H - g~)/z]l , 

g2 = Q/Qo, 

(13) 

(14) 

where oi is as defined in Eq. (6). For shells which 
have passed through the positive surface at r = a, 
this integral becomes 

f (GI')1 U2 du 1<rl» 1 u2 du 
at/2s! = 1 (u2 -1)1 + (g/h) (4/.)1 (ull + fJ2)i" 

(15) 

The dummy variable u2 replaces (r/s). The variables. 
13 and hare 

13
2 

52 [1 - lJ/h2
, 

h2 
52 [g2 - (s/a)], 

(16.1) 

(16.2) 

These variables are sketched in Fig. 1. For a uniform 
initial charge distribution, if s < b(b/a)f then h2 

is a negative number, whence 132 is also negative .. 
In this domain we set 

y2
52 _h2 ?:: OJ ")'252 -132 ?:: 0, for s::; b(b/a)f 

and Eq. (15) becomes 

t _ f u
2 

du f u
2 

du 
at/s - (ull _ l)t + (g/y) (r2 _ u2)1' 

(17} 

(IS} 

The limits on the integrals are the same as in Eq. 
(15). The cutoff s number b(b/a)t is a very relevant 
parameter. Consider for instance the problem of 
evaluating the turning points of shells. This may be 
obtained quite simply from Eq. (12) by merely 
setting f = 0, and realizing that the first· turning: 
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FIG. 1. The functions (32 VB x, and hI VB X for uniform initial 
charge distribution. 

value must be at r 2:: a, since there is no attraction 
toward the origin for r < a. There follows, for 
arbitrary Q(s), 

1 - [Q(s)/Qo] 
rT/s = (s/a) _ [Q(s)/Qo] (19) 

In this formula rT is the turning radial value of the 
corresponding s shell. Inasmuch as rT is necessarily 
a positive number, s shells with s numbers which 
satisfy 

1 - Q/Qo < 0 
s/a - Q/Qo ' 

(20) 

escape. If, on the other hand, this ratio is positive 
then corresponding s shells are turned back toward 
the origin, i.e., they oscillate. The following theorem 
results if the denominator in Eq. (19) is expanded 
about s = o. 

Theorem I: If a negatively charged gas which 
initially contains an amount of charge Q in a sphere 
of radius s(s :::; b), and is concentric with an infinitely 
thin, permeable, shell of positive charge equal and 
opposite to the entire charge contained within the 
negative gas, and of radius a > b, is such that 
(Q/Qo)(a/s) ~ 0 as s ~ 0, then there is a neighbor­
hood about s = 0 which contains oscillating orbits. 
The turning value, rT, of these orbits in the limit 
as s ~ 0, (excluding the point at s = 0) is at least a. 

The relevance of the critical s number, b(b/a)i 

pertains to the special case of uniform initial charge 
distribution. In this event (rT/b) becomes 

1 - x3 

rT/b = (b/a) _ x2 (21) 

This curve is sketched in Fig. 2, from which it is 
clear that all s shells with 

s 2:: b(b/a)l 

escape. This observation yields the following: 

Theorem II: A uniformly negatively charged 
sphere initially of radius b which is concentric with 
an infinitely thin, fixed, permeable shell of positive 
charge, equal and opposite to the entire charge of the 
negative gas and of radius a > b, will lose all charge 
which is initially exterior to and including the sur­
face of the sphere of radius b(b/a)'. 

Furthermore, since larger shells with larger s value 
feel a stronger repulsion and a weaker attraction 
(back toward the origin) than do smaller s-value 
shells, those shells which escape do not collide. In 
this domain [viz., s 2:: b(b/a)i] the integral, Eq. (15), 
gives the precise solution 

at/si = {(a/s)i[(a/s) - 1]' + cosh -1 (a/s)'} 

+ (g/h) (r/s)i[(r/s) + {j2]1 - (a/s)i[(a/s) + ,B2]1 

2 {(r/s)1s + [(r/s) + ,B2]1s}) 
- {j In (a/s)! + [(a/s) + {j2]1 • (23) 

----l------.l..--+-----I_s/b 5X 
o arb 

FIG. 2. Turning points VB 8 number for uniform initia.l charge 
distribution. 
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FIG. 3. 8-shell characteristics. 

The outermost 8 shell (8 = b, fJ2 = 0) gives linear 
motion. More generally, the motion of shells is best 
depicted on a t - r diagram such as in Fig. 3. 

That the remaining shells suffer collisions may 
be seen by the following argument. Suppose that 
shells in the bound domain 8 < b(b/a)' do not 
intersect. Then their precise motion is given by the 
integral [Eq. (IS)]. 

Cit/8' = {(a/s)![(a/s) - III + cosh-1 (a/s)!} 

+ (g/y) (a/s)![(a/s) - 1]1 - (r/s)i[(r/s) - 1]1 

+ 2{' -1 [(r/s)!J . -1 [(a/s)!J}) 'Y sm -- - sm -- . 
'Y 'Y 

(24) 

Theorem I indicates that for s ~ 0, rT ~ a. The 
corresponding "turning time" tT is obtained by 
evaluating the first integral in Eq. (15). 

WptT roo..J [(a/s) + (1/2) In (a/s)], (25) 

tT roo..J a/wps. 

Theorem {II: Under the same conditions as Theo­
rem II, the least time it takes for shells with van­
ishingly small s number to reach the radius r = a, 
varies as s-\ the coefficient of proportionality being 
a/w". 

Again the adjective "least" incorporates the pos­
sibility of intersecting shells. 

On the other hand, the time to it takes for the 
s = b shell to reach the r = a surface is precisely 

given by inserting r = a, 8 = b into Eq. (8). There 
results 

wpto = (a/b)t[(a/b) - 1]1 + cosh-1 (a/b)! (26) 

a finite well-defined value. Combining this result 
with Theorem III indicates that for all time, t;::: to, 
outwardly expanding shells reach the surface r = a. 

Now let us return to the bound trajectories which 
follow from a nonintersecting orbit assumption, i.e., 
Eq. (24). The oscillating part of the expression 
implies the frequency of vibration w 

where x = sib. This expression pertains to shells 
[with s numbers: 0 < s ~ b(b/a)!] during the oscil­
lating part of their history, viz., after they pass 
through the r = a surface. It gives an estimate of 
the frequency of oscillation of such shells, which for 
all values excluding the interval x2 ~ b/a is a finite 
number. 

Now such oscillating shells, after turning at rT, 
given by Eq. (21), continue to approach the origin 
at all radii, r > a. Independent of the motion of the 
system, a shell exterior to r = a sees a positive charge 
at the origin and is attracted thereto. It follows that 
all shells which return reach the value r = a. Equa­
tion (27) indicates such shells return in a finite 
time (roo..JW -1 > to). But one of our former conclusions 
was that outwardly expanding shells continue to 
reach r = a for all time t > to [cf. Eq. (26)]. It fol­
lows that these outwardly expanding shells must, 
in a finite time, collide with at least a finite set of 
those shells which have begun to oscillate. But this 
violates the hypothesis that shells do not collide. 
We conclude the following. 

Theorem IV: For the system described in Theorem 
II, at a finite time, two s shells with distinct s num­
bers are at a common radius. 

Although orbits ultimately intersect, Eq. (27) 
is a reasonable estimate for the frequency w in 
the early times, before phase mixing totally obscures 
the dynamics. 

4. LAGRANGIAN FORMULATION FOR 
INTERSECTING ORBITS 

If shells intersect it is no longer true that s shells 
see a constant amount of charge at the origin. As a 
consequence the energy equation, Eq. (12), must be 
rewritten, 
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1'2 + [el(r, t)/r{ 1 + Q~: t) ([r/a] - l)H([r/a] - 1)] 

= ol(r, O)/s. (28) 

The charge contained within the surface of the 
sphere of radius r, at the time tis Q(r, t). It is related 
to the charge density q, through 

Q(r, t) = { q(z, t)4rrl dz. (29) 

In order to construct the function q(r, t), we 
calculate the charge in the volume element 4'1rr2dr. 
Suppose only two shells with s numbers SI and S2 

intersect at the time t. Then the charge in the said 
volume element is 

4'IrT2 dr q(r, t) = 4'1rs~ ds1 q(sl) 

+ 4'lrs~ dS2 q(S2) - 4rrr2a2 dr Qo 5(r - a) (30) 

or equivalently, 

r2q(r, t) = [S2 as/ar qo(s)]., 

+ [S2 as/ar qo(s)] •• - Qoa2 5(r - a). (31) 

The initial charge distribution is qo. The values 
81 and 82 are the roots of the equation 

r - res, t) = O. (32) 

JOURNAL OF MATHEMATICAL PHYSICS 

More generally, if this equation has, say, N roots 
then Eq. (31) appears as 

.. 
q(r, t) = 1: (sz/r)2(as/ar)szq(sl) - Qo(a/r)2 5(r - a). 

I-I (33) 

Equations (28), (29), (32), and (33) are the desired 
equations of motion. 
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"partial-wave decomposition" of the S-matrix. In 
this work, we intend to approach this problem from 
a quite general point of view. Namely, we want to 
determine the most general Clebsch-Gordan coef­
ficients for an n-fold product of irreducible rep­
resentations of P! and P (i.e., of the universal cover­
ing groups of the restricted and the full inhomoge­
neous Lorentz group), if only representations of P! 
are considered with character (m, E = +1, s)(m = 
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mass, E = sign of the energy, m 2:: 0), and if we con­
fine ourselves to representations of P with the same 
character, and for which, in addition, the square of 
the time-inversion and the square of the space-time 
inversion are represented by 

For the explicit construction of these representations 
see Refs. 6-10. 

We start from states which are represented by 
square-integrable functions of the four-momentum 
p on the mass-hyperboloid p2 = m2, and which at 
the same time are eigenfunctions of the spin operator 

[For its definition see (2.18).] It is well known that 
the spin operator of a particle in a coordinate system 
in which the four-momentum p is measured is de­
fined only up to a transformation induced by an 
element of the little group of p. 

However, we want to start from states for which 
the spin of the lth particle is defined quite generally. 
The only assumption we make is that the spin 
operators corresponding to physically indistinguish­
able particles are equally defined. For the conven­
ience of the reader, we rederive many results which 
can already be found in literature at different places, 
e.g., the decomposition rules of the product rep­
resentation of P! can be found in Refs. 3, 5, and 10. 
The corresponding rules for P which are also given in 
our paper, as far as the author knows, cannot be 
found elsewhere. The works of Jacob and Wick2 and 
Wehrle4 served as a guide for the author. The 
present work may be looked upon as a generalization 
of their work, in which the helicity formalism is 
exclusively used. 

We apply our methods also to the S-matrix which 
we first represent as a sum of covariants of P! mul­
tiplied by invariant amplitudes. These may then be 
decomposed into partial-wave amplitudes. Finally, 
the connection between this approach and the M­
functions of Stappll,12 is given (see also Ref. 12). 

6 E. Wigner, Ann. Math. 40, No.1 (1939). 
7 V. Bargmann, Gruppentheoretische Analyse der Loren­

tzinvarianz, lecture given at the Federal Technical Institute, 
Zurich, 1963. 

8 V. Bargmann and E. Wigner, Proc. Natl. Acad. Sci. U.S. 
34, (1948) 211. 

9 Fierz, Einfiihrung in die Quantenfeldtheorie, lecture 
given at the Federal Technical Institute, Zurich 1963. 

10 A. S. Wightman in Relation de disper8ion et particule8 
elementaire8 (Hl60), p. 161. 

11 H. P. Stapp, Phys. Rev. 125,2139 (1962). 
11 K. Hepp, Helv. Phys. Acta 37,55 (1964). 

2. SOME FACTS ABOUT SL(2,C) 

It is well known that there exists a one-to-one 
correspondence between the Hermitian two-by-two 
matrices and the vectors of Minkowski space p, 

(
0 1 2 3) _ I' P = p, p , p ,p ~ p- - upI" 

where 

Uo = (~ ~), = n, u
l = (~ ~), 

u2 = (~-~), and u3 = (~ _~) 

are the Pauli-matrices. It follows that 

det p_ = (P0)2 _ ~2 = ma. 

(2.1) 

(2.2) 

(2.3) 

We shall only consider the case where p lies in the 
future cone. 
By 

(2.4) 

a two-one homomorphism between SL(2, C) (Group 
of complex unimodular two-by-two matrices) and 
the restricted homogeneous Lorentz group is estab­
lished. If we introduce the caret operation for any 
two-by-two matrix by the definition 

(2.5) 

(the bar indicates the complex conjugate), it follows 
for A E SL(2, C) 

(2.6) 

The caret operation is an outer automorphism of 
SL(2, C), which, at the same time, is an involution. 
Because 

'fi- = [IIp]_, 

its application to (4) yields 

A[IIp]_A t = [IIA(A)p]_, 

i.e., 

IIA(A)II = A(A) , 

(2.7) 

(2.8) 

where II denotes the space inversion. Note that the 
caret operation leaves the elements of SU(2, C) 
(Group of the unitary unimodular matrices) in­
variant. Let V+(m) be the mass hyperboloid belong­
ing to the mass m in the future cone. The relation 
(4) then shows that to each p E V+(m) there exists 
a transformation a(p) E SL(2, C) with the property 

ma(p)at (P) = p_ (m > 0); 

ia(p)(uo + Ua)a
t 
(P) = p_ (m = 0). 

(2.9) 

The sets Q(p) of the transformations a(p), which 
possess these properties form left cosets of the little 



                                                                                                                                    

CLEBSCH-GORDAN COEFFICIENTS 999 

or isotropy groups of the matrices 1 (m > 0) and 
Huo + ua) (m = 0), respectively, which corresponds 
to the momentum (m,O) and (t, 0, 0, t) in Minkow­
ski space. The isotropy groups are 

L(m) = {8U(2, C) C 8L(2, C), 

L(O) C 8L(2, C), 

m> 0, (2.10) 

m = 0, 

where L(O) means the group of transformations 

1'(a)p(q» , 

rea) = (~ ~), 
(2.11) 

(2.12) 

From (19) and (20) we conclude that 

afp] = pfp] hfp] == a{p} pfp]. (2.21) 

3. SURVEY ABOUT THE PHYSICALLY MOST 
IMPORTANT REPRESENTATIONS OF THE 
INHOMOGENEOUS LORENTZ GROupl-4 

Let A = (;~) be a matrix of 8L(2, C). It is well 
known that, by 

(ax + 'Yy)a+~(fJx + ay)'->' 
[(s + ),,)1 (s - ),,)1]1 

a+~' .-x' 

= f.: [(s + ~/)! (s - A') !]l ~.>.(A)+, (3.1) 

(2.13) where A is one of the numbers of the set 

Specially important choices of the transformations 
a(p) are [we reserve parentheses for a general element 
in Q(p), applying brackets and braces to the special 
elements quoted in the following] 

m>O 

1+(s) = {-s, -8 + 1, ···0,1 ... 8 - 1,8} 

and the summation over A' is to be carried out over 
the same set, the representation (8, 0) 

A -+ :!)'(A)+ 

and the representation (0, 8) 
a{ I - ('E.:::.)i _ m + p~ 

P - m - [2m(m + w(~»]i (2.14) A -+ :!)'(A)+ 

with 

w(~) = +(m2 + .p2)!, 

and, for m ~ 0, 

a[p] = p[p] h[P]. 

Here 

where \) is the Euclidian length of .p, 
and 

(2.15) 

{

e-''P/21f'e-iQ/21f. for (0 < {J < 11'; ° ~ q> < 2'11), 

pfp] = 1 for {J = 0, (2.17) 

iu1 for {J = 11". 

q>, {J are defined by 

V = \l(sin {J cos q>, sin {J sin q>, cos {J). (2.18) 

In the case m > 0 one has 

h[P) = a{p(3)} (2.19) 

with p(3) = (w(V), 0, 0, \l). In addition one derives 
from (14) for v E 8U(2, C) 

va{p}vt = a{A(v)p}. (2.20) 

of 8L(2, C) is defined. If A E 8U(2, C) the two 
representations coincide and become unitary. 

Let K be that subgroup of 8L(2, C), the elements 
of which are either of the form 

or of the form 

Equation (1) then gives an irreducible representa­
tion of K if we restrict ).., )..' to the set of the two 
numbers 

10(s) = {-s, s}. 

We denote the matrix: which represents the element 
A E K in this representation by 

:!)'(A)o. 

a~20) for A = (~ 

( -~) -2,) for A = (~ 

We notice that the subgroup Ku = K (\ 8U(2, C) 
«(\means intersection) is thus represented unitarily. 
:!)·(A).(1' = 0, + 1)[A E 8L(2, C) for l' = + 1, 
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A E K for T = 0] defined in (1), and (2) is a matrix 
operating in a N,(s)-dimensional vector space, where 

N,(8) = {28 + 1, 
2, 

T = +1, 
T = O. 

(3.3) 

Let ~(m, s) be the Hilbert space of the matrices 
with one column and N,(s) rows, the elements of 
which are square-integrable functions defined on 
the mass-hyberboloid V+(m). We define the scalar 
product in ~(m, 8) by 

1 .!!:£.... t (I, g) = V+(m)2w(4') I (P)g(P) f, g E ~(m, s), (3.4) 

where the integration extends over V+ (m) and the 
symbol t indicates the change to the adjoint (trans­
posed and complex-conjugate) matrix. 

The unitary irreducible representations of the 
orthochronous quantum mechanical Poincare group 
pt, the universal covering group of the ortho­
chronous inhomogeneous Lorentz-group P t is de­
fined in ~(m, 8) by 

(U(a)f)(p) = e'lIG f(P) , (3.5a) 

(U(A)f)(P) = 'Il(p(P, A».f(A-1(A)p), (3.5b) 

(U(ll)f)(P) = 11n 'J)' (Pn(P»,f(llp). (3.5c) 

The unimodular factor l1n is the parity. 'J)'( )r is 
defined in (1) and (2). [In future we drop the index 
T, keeping in mind that, in the case m > 0 (m = 0), 
we have to take the matrix 'J)'( )+, 'J)~( ), respec­
tively.] 

The matrices p are defined as follows 

p(p, A) = a-I (p)Aa(A- I (A)p) , 

Pu(P) = at(p)a(llp), 

(3.6) 

(3.7) 

with arbitrary a(p) E Q(p). [The physical signifi­
cance of our choice of a(p) is seen below.] Pu(p) has 
the properties 

~-lpU(P) E L(m), pu(P)pu(np) = 1. (3.8) 

Note that, for m = 0, pu(p) EE L(O). 
From (5c) one derives 

U 2(ll) = 11~. (3.9) 

These formulas are valid for cases m > 0 and 
m = 0, if one determines any matrix belonging to 
the group L(O) modulus the invariant subgroup of 
"the translations" T(a) as element of the group 
DU(2, CJ which is defined as the group of the 
matrices p(lP) given in (2.13). [It is well known that 
only those representations of L(O) have physical 

significance, in which the invariant subgroup of the 
"translations" is represented by the unity.] 

By doing this, pep, A) as well as pn(P) in the case 
m = 0 become elements of K u, so that :D'( )0 is 
defined for both of them. For a(p) ~ alP], we get 

-I _ '/.0" or 0 <: f} < 'II" an f} = 0, 

{ 

'3f {O<lP<'II"} d 

" pu(P) - (3.10) 
,sf {'II"<lP<2'11"} d 

-'/.0" or ° <: f} < 'II" an f} = '11". 

For a(p) ~ alp}, we get 

Pulp} = L (3.11) 

If we confine ourselves to the restricted group P!, 
the space ~(m, 8) remains irreducible in the case 
m > 0, decomposing into two subspaces with the 
elements 

respectively, in the case m = O. 
Finally, we define the time-inversion antiunitary 

by 

with 

Note that 

(V(T)f)(P) = 'J)'(e)(U(n)f)(P)'11 

= 'J)'(pu(p)e) J(llp) . TJT 

'J)~"(E) = (_1)'-A 0., .-A 

so that it follows 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

Defining VeT) by (12), it is not necessary to enlarge 
the space to represent the time inversion. We do 
. not consider representations with different values 
of U 2

(n) and V2(T). These are found, for example, 
in Ref. 7. 

If we define V(IIT) by 

V(IIT) = U(n)V(T) = :11 V(T)U(II), (3.16) 
TJI1 

we get 

V 2(IIT) = (_1)2 •. ~n • (3.17) 
TJn 

The freedom in the choice of £l(p) E Q(p) is the 
mathematical expression of the fact that the spin 
vector of a particle in a coordinate system, in which 
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the momentum p is measured is only determined 
up to a transformation with an element out of the 
isotropy group of p. If ~ is the vector of the total 
angular momentum in our representation (vector of 
the Hermitian represented infinitesimal rotations), 
we get for the spin operator in a coordinate system 
in which the particle has the momentum p, 

Here 

Sk(P) = U(a(p»Wk(P(m»U-I(a(p» 

= W.(p)A~(a-1 (p». 

p(m) = (m, 0) for m > 0, 

p(O) = (!, 0, 0, !), 
W.(p) = [p°(m)r(~.~, pO~ + ~ )(9l), 

(3.18) 

(3.19) 

a.nd 9l is the vector of the Hermitian Operators 
representing the infinitesimal special Lorentz trans­
formations in the three directions of our coordinate­
system. 

For a(p) ~ a[pJ we get 

Ss[P] = U(a[p])JaU-1(a[p]) 
(3.20) 

= U-I(p[P])JaU-I(p[pJ) = ~'~/\), 

i.e., the projection of the total angular momentum 
on the direction of the momentum, the so-called 
helicity. 

For a(p) ~ alp} it follows 

Sa(pl = ~ [ -(3'~) m +aCJJ(~) 

+ PoJs + P1N 2 - P2NIJ 

_ J _.1 (N _ P2J a - PaJ 2\ 
- a m I m + CJJ(~) fP2 

+ .1 (N _ paJI - PIJa) 
m 2 m + CJJ(~) PI 

= J 3 - (J )(~)a, (3.21) 

where 

9l ~)(3 \ 
J = m - m(m + CJJ(~» + ~f(9l, ~J (3.22) 

with suitable chosen f(9l,~) turns out to be the 
(Newton-Wigner) position operator. 

Therefore, this choice of the transformation a(p) 
is equivalent to the definition of the spin (in a 
coordinate system in which the particle has momen­
tum p) as difference between the total and the 
a.ngular momentum. 

Concluding this section, we mention that, in the case 
m > 0, the transformation 

f'(P) = 5)8(a(p»f(p) (3.23) 

represents an isomorphism of the Hilbert space 
S)(m, s) and a Hilbert space equipped with the scalar 
product 

(1' g') = J d3

p f'\p) 5)8(P~)g'(p) = (f g) (324) , 2CJJ(41) m ' . . 

In this Hilbert space the unitary representation of 
P! takes the well-known H (s, O)-Spinorfield-form" 

(U(a)f'}(p) = e'1>4f'(p), 

(U(A)f') (P) = D8(A)f'(A -1(A)p), 

(U(II)f')(P) = 5)'(~)f'(IIP) ·1/n, 

(V(T)f')(P) = 5)8(e)J'(IIp) ·1/T. 

(3.25) 

Equations (23)-(25) remain valid, of course, if a 
caret is put over each matrix occuring in 5)'( ) 
leading to the "(0, s)-Spinorfield form" of the unitary 
representation of Pl. The space inversion maps the 
so-defined representation spaces of P! onto each 
other. 

4. PREPARATIONS FOR THE DECOMPOSITION 
OF THE GENERAL PRODUCT REPRESENTATION 

OF~+t 

Let us first consider the set <P,,(m)(m = (ml' ... m .. ) 
Iml = L:~-1 m, > 0) of the oriented closed polygons 
in three-dimensional space, which have n edges 
labeled with H weights" ml ... m ... Strictly given the 
set of H weights " ml ... mIl such a polygon is still 
characterized by n vectors fl ... f.. which satisfy 
the subsidiary condition 

(4.1) 

We define the total weight of a polygon by 

" 
M = E (f~ + m,)'. (4.2) 

i-I 

Instead of characterizing the polygon by m and 
(fl ••• f..), we may also characterize it by n four­
vectors 

(4.3) 

which fulfill the subsidiary condition 

" L: k, = (M,O) (4.4) 
i-I 
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or applying the mapping (2.1) by n Hermitian ma.­
trices 

(4.5) 

satisfying the subsidiary condition 
.. 

:E k_. = M·ll. (4.6) 
i-I 

Consequently, the weights of the edges are then given 
by the roots of the determinants of these matrices. 

We call equivalent two of the elements of <P .. (m) 
if and only if there exists a rotation R<p"x(tp, tJ, X = 
Euler angles) which transforms one of the elements 
into the other. Hence <P .. (m) decomposes into equiv­
alence classes. Let us imagine that a system of rep­
resentatives of these classes is chosen. Assume that 
it is given by polygons characterized by the vectors 

polygons, we denote by C .. , and the submanifold 
of Cft defined by (4.8) we denote by C .. (M). 

In the case n = 2, en is the positive real axis. One 
has 

lJ1 = -lJ2 = lJ 

and one may choose as inner parameter b or M. The 
two quantities are connected by 

M = W + mD' + (b2 + m;)f, (4.12) 

i.e., 

where 

A(ml' m2, M) = (1/4~)(m~ + m~ + M' 

- 2m~M2 - 2m~M2 - 2m~m;). 

(4.13) 

(4.14) 

lJ. = lJ.(x) (i = 1 ... n), 
It is no loss of generality to assume that b1 points 

(4.7) in the direction of the 3-axis in three-dimensional 
space, so that 

where x = (1(1 ••• 1(3n-6) are (3n - 6) inner (i.e., 
rotation-invariant) parameters which parametrize 
the system of representatives. We may choose as 
1(1 (the square of) the total weight M. In general, M 
is a function of x: 

M = M(x). (4.8) 

A possible choice of the parameters is 

(4.9) 

where tpk, tJk are the polar angles of lJk relative to 
61 (tp is measured starting from the plane put up by 
lJ1 and b2 ; fl. denotes the length of b.). 

It is possible to choose the Lorentz-invariant 
parametrization 

(b, b1) ••• (b, b"-l)' (b1 , b2) ••• (b 1 , b .. - 1) , 

[b1 , b21 ba, b,] •.. [b .. - a, b .. - lh b"_1! b"J , 

where 

(4.10) 

(b1, b2) is the Minkowski scalar product of the 
vectors b1 and bll, and 

(4.11) 

stands for the volume in Minkowski space defined 
by the vectors b1 ••• b,. 

In future, we use a general parametrization if we 
do not explicitly refer to a special one. The domain 
in x-space, the points of which correspond to real 

(4.15) 

We now want to parametrize one of the equivalence­
classes in <P,,(m). It is evident that, in the case n ~ 3, 
the three-dimensional rotation group (and in the case 
n = 2, the two-dimensional sphere) yields a param­
etrization. However, the parametrization adapted 
to our purposes is the following. We consider the 
isotropy-group G" C SL(2, C) of the n-vector of 
Hermitian two-by-two matrices 

We find 

G - (4.16) 
{

DU(2, C), n = 2, 

.. - cyclic group of the 
two elements (ll, - ll), n ~ 3. 

Here we have assumed that b~h b~2 (in the case 
n = 2) have the form (4.15) so that DU(2, C) is, 
as above, the group of the matrices p(tp) defined 
in (2.13). We denote by 

SU(2, C)/G .. (4.17) 

the manifold of the left cosets of the group G fI with 
respect to the group SU(2, C). In the case n ~ 3, G

ft 

is an invariant subgroup; hence (4.17) is a group (iso­
morphic to the three-dimensional rotation group). 

A parametrization of the manifold (4.17) is now 
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seen to be equivalent to one of an equivalence 
class of <pn(m), i.e., if {pI is a system of rep­
resentatives of the left cosets, {p} yields a parametri­
zation of an equivalence class of <PnCm). Let p 
(PI, ... Pn) be an element of the product set 

V:(m) = V+(m1) ® V+(m2) ® .,. ® V+(mn), 

(4.18) 

and let q denote 

(4.19) 

Then we have 

Further we assume 

a(q) E Q(q). 

By the relation 

a-l(q)p_(a\q»-l = k_, 

we attach to each p E V+ (m) a polygon and therefore 
a representative p E {pI and a point x E C .. C[l]i). 
On the other hand, if x E C .. ([q2]t) and p E 
8U(2, C)/G", q2 ~ Im12, and b(x) is a representative 
of a class in <Pn(m), we get a vector p E V+(m) by 
the relation 

In other words, there exists a parametrization of the 
manifold V+ (m) by the one-to-one correspondence 

p +-+ q, p,X, (4.21) 

where q2 ~ Iml2 > 0, p E 8U(2, C)/G", x E C .. ([q2]1). 
By x E C,,([q2]t), a equivalence class of polygons in 
<p,,(m) with total weight [q2]f is fixed. We call it 
the equivalence-class x. We consider now equiva­
lence-classes, which are related to the given one: 

(1) The equivalence class of the mirror polygons, 
which we denote by Ilx. (Note that in the cases 
n = 2, 3: Ilx = x.) 

(2) Let 'Y~ be the subgroup of the symmetric 
group "I" of n elements which contains all the ele­
ments permutating those edges of a polygon in 
<p,,(m) which have the same "weights", so that <P .. (m) 
is mapped onto itself by each'll" E 'Y~. The permuted 
equivalence-class x we denote by 'll"x. 

Because the polygon characterized by Ilb(x) must 
lie in the equivalence class Ilx, and, similarly, the 
polygon characterized by 'll"b(x) in the equivalence 
,class'll"x, there exists transformations vn(x), v .. (x) E 

8U(2, C) with the property 

b_(IIx) = Vn(x) [IIb(x)]_ v~(x) (4.22) 

and 

(4.23) 

respectively. They are only determined up to an 
element in G n. Furthermore, because of 

(4.24) 

we have 

(4.25) 

i.e., 

o ::; Xn < 4'11" for n = 2, 
(4.26) 

Xn = 0, 2'11" for n ~ 3, 

and 
(4.27) 

where 
(4.28) 

Before continuing the general discussion, we give 
the most convenient choice of b(x), V .. (x) and vnCx). 
For n = 2, 3, we have b(Ilx) = b(x) j hence we may 
choose b to be real and 

V .. (x) = E for all x E Cn • (4.29) 

For n ~ 4, we could in principle choose vn(X) = 1 by 
choosing IIb(x) as representative of the class Ilx. 
However, we shall see that the choice (29) is the 
most convenient one for all n*. It corresponds to 
the choice Yb(x) for the class Ilx, where Y denotes 
the reflection about the xz-plane. 

For n = 2, one has 

(4.30) 

where b(x) is given by (15), so that we may set 

v .. (x) = E. (4.31) 

If n ~ 3, and if we disregard all cases where either 

Ilx = x (4.32) or 

by recognizing that the set of the points x E C" with 
one of the properties (32) has zero (Lebesgue) meas­
ure in x-space (we shall see the reason why we 
may neglect sets of zero measure in x-space later 
on), we may choose 

(4.33) 

* At least if one considers space and time inversion 
simultaneously. 
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We now claim that, simultaneously with the cor­
respondence (4.21), one has 

rl(A)p ~ A-I(A)q, p-l(q, A)p,K, (4.34a) 

(4.34b) 

7rp ~ q, pV;I(K), "ll"K. (4.34c) 

We show the validity of these correspondences in 
the case of the space-inversion and leave the proof 
of the other ones to the reader. 

Application of the caret operation to Eq. (4.20) 
yields 

jL = &(q)pb_(K)/&t(q), 

i.e., 

[Ilp]_ = &(q) pV~(K)b_(IlK)vn(K)&\q) 

= a(Ilq) piil( q) pViil( K)b_(Ilq)vn( K) Pn( q)a t (Ilq) . 

The last equation shows the statement (4.34b). 
We now define the transformation 

where 

Furthermore, one easily derives 

where 

r,(rl(A)p) = r,(p)p,(p" A), 

r,(IIp) = w~(K)r,(p)p~(p,), 

r,(7rp) = w~(K)r",(p), "II" E 'Y~, 

(4.40) 

(4.41a) 

(4.41b) 

(4.41 c) 

W~(K) = [a~(b~)rIVn(K)&~(b,), b? == b,(IlK) , (4.42) 

W~(K) = [a~(b~)rlv .. (K)a~(b .. ,), b; == b,("II"K). 

We give the proofs of (41b,c). 

r,(Ilp) = [a~(b?)rIVn(K)a-l(p)a,(Ilpl) 

= [a~(b~)rIVn(K)&~(b,)f,(Ilp)p~(P,); 

r,("II"p) = [a7(b~)rlv .. (K)a-l(p)a,(p .. ,) 

= [a~(b~)rIV .. (K)a~(b .. ,)r .. ,(p) 

a(p) = a(q)p if p ~ q, p, K. (4.35) if and only if 

With the help of (34), one easily derives 

a(A -1(A)p) = A -la(p), 

a(Ilp) = a(p)vi/(K), (4.36) 

a(7rp) = a(p)v-;I(K). 

Now, let u(b,) be an element of L(m,) which may 
depend on b, [L(m) was defined in (2.10)], and let 

a,(p,) E Q(P,) 

[Q(p) is defined after Eq. (2.9)]. Then we define 

a~(b,) = a,(b,)u(b,) E Q(b,) (4.37) 

and 

T,(p) = u-l(b,) PI (a-\p) , A-I [a(p) ]PI)[ --7(3.6)] 

= [a~(bl)rla-l(p)a,(p,) E L(m,), (4.38) 

[As always, we have to determine the transforma­
tions of L(O) as diagonal matrices belonging to 
DU(2, C), calculating modulus lithe translations."] 

By a change of the representative P of the left 
coset of Gn , 

ex) {
o < X < 4"11", 

p --7 pp X = 2"11", 

one is led to the substitutions 

n = 2, 
n ~ 3, 

n = 2, 
n ~ 3, 

(4.39) 

a,(P) = a .. ,(P) for "II" E 'Y~. (4.43) 

The validity of Eq. (4.41c) is founded on the 
assumption (4.43). Note that, in the case m, = 0, 
W~(K) EE L(O), but wJ(K)e E L(O) because of Eq. 
(3.8), so that w~(K)e is to be determined as an 
element of DU(2, C). 

We now remark that, for arbitrary fixed a, (P,) E 
Q(p,), we may choose u(b,) E L(m), always in such 
a way that, for alll, 

a7(b,) = a[b,J, (4.44) 

where alp] is the transformation defined in Eq. 
(2.15). With this choice of u(b,) and the choices 
of Vn, V .. as quoted in Eqs. (4.29), (4.31), and (4.33), 
we get 

W~(K) = a[Yblrle&[b,] = ±a[b,rle&[b,] 

{

-sign, if hi points in the direction of the 
= ± e negative 3-axis, 

+sign otherwise. 

With the restrictions, we have already put on the 
choice of b, in the case n ~ 3, it is always possible 
to choose these vectors in such a way that no one 
points into the direction of the negative 3-axis. How­
ever, this is not possible in the case n = 2 in which 
we have chosen hI pointing in the direction of the 
positive 3-axis and h2 = - hI' That is why we get 

I [-e Wn(K) = 
+e 

n = 2, l = 2, (4.45) 
otherwise. 
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Furthermore, we get in the case n = 2 

w~('K) = a[bd-1Ea[nbd = a[b1r 1e&[bl ]PII[b l ] 

= a -l[bda[b l ]epII[bd. 

According to Eqs. (2.16), (2.17), and (3.10), it follows 
that 

W~('K) = -iCTa, 

and (4.40) yields 

l = 1,2, 

y(b1 , x) = a-1 [b 1]p( -x)a[b1] = p( -x)' 

y(b2, x) = (iCTlf1 p( -x) iCTl = p(x). 

(4.46) 

(4.47) 

Finally, we get in the case n ~ 3 with the choice (33), 

w~('K) = 11. (4.48) 

This choice given by (4.29), (4.31), (4.33), and (4.44) 
corresponds to the construction of angular momen­
tum states by Wick, Jacob, and Wehrle. We refer 
to it as the WJW choice. 

We have not yet finished the necessary prepara­
tions for the decomposition of the direct product 

.\),,(m, s) = ~(ml' 81) 

(8) ~(m2' 82) (8) ... (8) ~(m", 8,,), (4.49) 

m = (ml' ... m,,)s = (81 .•. 8,,). We have to study 
the change of the relativistic invariant volume 
element on V+ (m) if we introduce the parameters 
standing on the right side of (4.21). We start from 
the invariant element of volume in p-space and write 

where k = A -l(a(p»p. From 

pO dpo = m dm, 

it follows 

where 

or, because of 

" 
M = L [m~ + li~]t, 

i-I 

The invariant volume element of the unitary group 
SU(2, C) is 

We have normed it in such a way that the volume of 
SU(2, C) is one. It coincides (up to a factor) with 
the invariant volume element of the three-dimen­
sional rotation group. We therefore get (n ~ 3) 

1 dS"p A ( ) d d
3
q dS"-6 

2"·Wl(\Jl) .•• w,,(\J .. ) = .. 'K P 2w(q) K, (4.51) 

where w(q) = [q2 + M2('K)]t also depends on 'K and 
A,,('K) stands for the expression 

1 oS< .. -llk M('K) 
A,,('K) = 2,,-1 . (li) (li) (4.52) op O'K WI 1 ••• w" .. 

Note that A .. ('K) is not dependent on p because 
dS<,,-llk is rotation-invariant, Le., it is constant on a 
equivalence class of <P .. (m). If we now choose that 
parametrization of the equivalence classes of<P,,(m) 
which is given in (9) and which we denote by 'Ko, we 
find 

,,-I 

dS<,,-llk = 16'11"2 II 0/ d cos t'J2 dQ(es) 
i-I 

x ... dQ(e,,-l) dp dOl· .. dO"-l (4.53) 

(Compare also Ref. 4), where dQ(e) = d cos t'Jdl{J 
is the element of volume of the sphere in three­
dimensional space. Hence, the result is 

'11"2 ,,-I b~ 1 
A,,('Ko) = 2,,-5 II ~('C..) M('Ko) .-('C. ) , (4.54) 

s-1 "', U'l Wn U", 

where we have to set 

.. -1 " 
II" = - L II,; M('Ko) = L w,(li,). (4.55) 

i-I i-I 

We notice that, by choosing this parametrization, 
A,,('K) has the same value on the equivalence class 
of the mirror polygons as on the original one 

and, on the permuted class, it has the value 

A .. ('Ir'Ko) = bn
2 b .. _,,,-2 A,,('Ko). 

In the case n = 2, we get 

(4.57) 

(4.58) 
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(4.59) 

The last equation is a consequence of 

In the case n = 2, the mirror and the permuted 
equivalence class of polygons coincide with the ori­
ginal one, on which A is a constant. 

5. DECOMPOSITION OF AN N-FOLD 
PRODUCT OF SPACES 

We now consider the space (4.49), where the as­
sumption Iml = L~-l m. > 0 is made. The elements 
of ~ .. (m, s) are column matrices I, y, with NT, (SI)' 
N •• (S2)· •.. N •• (s .. )(rk = sgn mk) rows, which de­
pend on p : 1(P), yep), and the scalar product is 
defined by 

1 d3np 1 t 

(I. g) = V+(m)Wl(~l)'" w .. (~ .. >'2 .. 1 (P)g(P). (5.1) 

By this equation the matrix C is defined. The sub­
space of ~ .. (m. s), which carries the physically cor­
rect representation of the group 'Y~, we denote by 
~~(m, s). The elements belonging to this subspace 
satisfy the relation 

(U(11' -l)f)(P) = 1(P), '1/(11'), (5.6) 

where '1/(11') is the signature of the fermion permuta­
tion under 11'. We now define 

:l)S(p) ~ :n"(r1(P» 0 ... 0 :n·"Cr .. (p)}, (5.7) 

where r!(p) was defined in (4.38). 
Moreover we define 

F(P) = :I)"(p}f(P). 

Hence, we find according to (4.41) 

(U(A)F)(P) = :l)s(P)(UCA)f)(P) = F(A-l(A)p), 

(U(II)F)(P) = :l)8(p)(U(II)f)(P} 

= :I)"(wii1(x»F(IIp)'nn, 

(5.8) 

(U(11'- 1)F)(P) = :l)s(p)C(11'-1)f(rp), (5.9) 

or, because of 

The representation of P in ~,,(m, s) is, according [where 
to (3.5) and (3.12), given by :I)~(P) = :n""'(r",(p» 0 ... 0 1)u·(r ... (p»] 

(U(a)f)(p) = ei.af(p), and (4.41c), we have 

(U(A)f)(P) = :l)S(p(p, A»f(A-1(A)p), 

(U(II)f) (P) = .:I)S(Pn(p»f(IIp) . nn, 

(V(T)f)(P) = :l)S(E)(U(II)f)(p)'n, 

where :l)S(Pn(P» is defined by 

(5.2) 

:l)8(Pn(P» = :n"(Pm(Pl» 0 ... 0 :n'#(P"n(P .. » (5.3) 

and :I)"(p(P, A» in a corresponding way. (0 means 
Kronecker product.) Moreover, 

nn = 11m .•. 'l/nn, n = '1/1 •.. 11 ... (5.4) 

Now we define a representation of 'Y~ in ~ .. (m, s), 
where 'Y~ is that subgroup of the symmetric group 
of n elements, which permutes equal particles among 
themselves by 

(5.10) 

Besides the space ~ .. (m, s), we now consider the 
space of the column matrices (p with N .. (SI)' ... 
N •• (s .. ) rows, which are square-integrable functions 
on the set 

{g, p, xl q2 ~ Im12; 
(5.11) 

p E SU(2, O)/G .. ; x E C,,([q2]i), 

and which, in addition, have the following properties 
[in the case n = 2, we may drop the dependence of 
(p on x because x = Kl is determined by M = (q2)t]: 

n = 2 : p(x) E DU(2, 0), 

(p(g, pp(x» = :l)8(y(b, x)(p(g, p), 

with y(b l , x) defined in (4.40); 

(5.12) 

(5.5) for n ~ 3 

or, more explicitly, 

(U(11' -1)f)p, "'j1.(p) = C:~ :::::(11' -1)f., ..... (rp) 

= f "1',' ""p.(rp)· 

(p(g, - p, x) = (_1)2 1.1(p(g, p, x), (5.13) 

where Is! = L~-l s. and 

:I)"(y(b, x) = 1)"(y(bt , x» 0 1)'"(y(b21 x). (5.14) 
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We denote the space of these functions by ~,,(m, s). 
The scalar product in it is defined by 

{.p, {f) = J dp J dS
.-

6K 

where 

rAt ) -( ) X J
V

+
MCC

• 2w(q).p (q, p, k if; q, p, k 

= l.<:lml' d4
q J dp J d3

'-
S
KO(q) O(q2 - M2(k» 

X .pt(q, p, k){f(q, p, k), (5.15) 

O(q) = {I qo;::: 0, 
o qo < O. 

It is invariant under the substitution 

.p -7 !i)S(y(b, x).p 

because y(b l , x) is unitary. 
According to (4.39), the definitions (5.8), and (3.1), 

the properties (5.12) and (5.13) are exactly the ones 
possessed by the functions F (p), if they are com­
prehended as functions of q, p, and k. Hence, there 
exists a one-to-one correspondence between the ele­
ments of .p .. (m, s) and that of ~,,(m, s). To make 
it an isomorphism between the Hilbert spaces, 

.p .. (m, s) ::: ~ .. (m, s), 

we have to set 

.p(q, p, k) = Ai(k)F(p). (5.16) 

with A .. (k) defined in (4.52) and (4.59). Indeed, we 
now get 

(.p, {f) = (F, g) = (f, g). 

According to (4.34), Eq. (5.16) induces the following 
representation of P and 'Y~ in ~,,(m, s): 

(U(a).p)(q, p, k) = e;qa .p(q, P, k), 

(U(A).p)(q, p, k) = .p(A-1(A)q, p-l(q, A)p, k), 

(U(Il).p)(q, p, k) = RuBu(k) 

X !i)S(Wii\k».p(IIq, pii1(q)PVr/(k), Ilk), 

(U(1T-1).p)(q, p, k) = B,,(k)C(1T-1) 

X !i)S(W;l(k».p(q, pV;l(k) , 1Tk) I (5.17) 

where 

[ 
A .. (k) Ji 

Bn(k) = A .. (IIk) ; 

If we nOw make the WJW choice of the adjustable 
quantities given i:B. (4.29), (4.31), (4.33), (4.44) and 
assume a parametrization of the equivalence classes 
of cP .. (m) for which 

BU(k) = 1 

[this condition is for example satisfied for the parame­
trization, given in (4.9)], we get 

(U(a).p)(q, p, k) = eiqa.p(q, p, k), 

(U(A).p)(q, p, k) = .p(A-1(A)q, p-l(q, A)p, tc), 

(U(Il).p}.(q, p, k) 

= (_1)1.1-11I1.p_4(Ilq, piil(q)pe-t, Iltc)'Rn, 

where 

(5.18) 

n;::: 3, 

n = 2; 

and, for n = 2, 

(U(1T- 1).ph.".(q, p) = (_1)1I1+A'~.1I,(q, pE- 1
), (5.19) 

for n ;::: 3, 

(U(1T- 1).p)(q, p,tc) = B,,(k)C(1T-1 ).p(q, p,1Tk); 1T E 'Y~. 

This means that the states belonging to the physi­
cally correct representation of the group have the 
property 

n ;::: 3 B,,(k)C(1T -l).p(q, p, 1Tk) = 1](1T).p(q, P, tc) . 

(5.20) 

In the case n = 2, if the two particles are equal, 

.pA,A,(q, p) = .pA,lI,(q, pe-1)(-1)A,+A"1](1T). (5.21) 

Because of (4.47), the property (5.12) of I{J takes the 
form 

- ( Cx» -/(11,-).,)x- ( \ I{JA,lI. q, pp = e I{JA,>.. q, PI' (5.22) 

We now execute the transformation 

4>(q;JXu;k) = (2J + l)f J dp.p(q,p,k) ~(P)' (5.23) 

which possesses the inverse 

.p(q, p, k) = L: (2J + 1)1 4>(q; JXu; tc)~ ~~(p), (5.24) 
J .... >. 

and which defines an isomorphism between ~ .. (m, s) 
and a new Hilbert space, with a scalar product 
defined as 

(4), J) = L: J d3n
-

6
K r d

3

q 
J .. l\ Jv + Mca) 2w(q) 

X 4>\q; JXU;k) J(q; JXu;tc) 

~ L. as"-6K {<:Iml' ~q O(q) 8(q2 - M2(k» 

X 4>t(q; JXU;k) J(qj JXU;k). (5.25) 



                                                                                                                                    

1008 MARTIN KUMMER 

The transformed relations (5.13), (5.22), and (5.21) 
are 

n ;::: 3 : cP(q; JXu;K)[l - (_1)2(J-I.ll) = 0, (5.26) 

n = 2 : cPA,A.(q; JXu)(l - eiIH)',-),.)]X) = 0, (5.27) 

cP(q; JXu) = C(1r)cP(q; J, X, -u)(-1)J-2" 11 (71), (5.28) 

and the representation of P! gets the demanded 
form in which it decomposes into irreducible parts, 

(U(a)cP)(q; JXU;K) = e'··cP(q; JXU;K), 

(U(A)cP)(q; JXU;K) 

= ~~A'(P(q, A»cP(A-l(A)q; JX'U;K), 

(U(II)cP) .. (q; JXU;K) 

(V(T)cP)(q; JXU;K) 

(5.29b) 

(5.29c) 

= (2J + 1)1 J dp ~·(E)(U(II)<p)(q, p,K) :D~a(P)'n 

= :D~A'(Pu(q)E)~(IIq; JX'u; IIK)'nT' (5.29d) 

If we denote by the symbol J .. (x) the set of points 
in x-space on which the function 

cP").(q; JXU;K) 

may be arbitrarily defined [defining t.p on the fol­
lowing sets is, of course, equivalent with defining 
t..(p) on the sets: p E V+ (m); l E II~_l ® 1'1 (8k)]­
with the restriction that (cP, cP) is finite-we get 
according to (5.26) and (5.27) 

J .. (q) = {q; l ;::: Im1 2
), 

J .. (J) = {J;2J == 2181 mod 2J, (5.30) 

j
l+(J) ® IT ® 1 •• (8k); n ;::: 3, 

J,,(u, l) = k-l 

[u = Xl - X2 ; l E 1.,(81) 

®1 •• (82); IXI - X21 ~ J); n = 2 

0f.)_ 21 t1,.,K - C .. [(q) ). 

The set 1 .. (81) ® 1 •• (82) forms a rectangle (81 ¢ 811) 
or a square (81 = 82) in the AlAlI-plane. 

J 2 (l) consists of those points of this set simul­
taneously lying between or on the straight lines 
given by the equations 

[In the case n = 2, we may drop the dependence of 
cP on K and u because K is determined by M = 
(q2)1 and u by J...] 

The space of these functions cP equipped with the 
o 

scalar product (5.25) we denote by st .. (m, s). 
If two or more of the particles are equal, and if 

'Y~ is, as above, the group of those permutations 
which interchange equal particles among themselves, 
the functions cP, in addition, have the property 

for n ;::: 3, and 

(5.32) 

for n = 2. 
The space of these functions equipped with the 

o 
scalar product (5.25) we denote by st~(m, s) and the 
set on which the function comprehended as a func­
tion of x may be defined arbitrarily [up to the re­
striction (cP, cP) < 00] we call J~(x). 

Let T be a set of points in l-space. We introduce a 
measure on these sets by the definition 

P.(T) = number of points contained in T. 

We call a set Tl smaller than a set T2 if and only if 

We do the same in K-space except we take as measure 
the Lebesgue measure P.(K). J~(l) belongs to the 
set of the smallest subsets T of J. .. (l) which have 
the property 

U 7rT = J,,(l) 
rE,.,,' 

(the symbol U means "union"). An analogous state­
ment holds for J. .. (K). 

In the case n = 2, we only have to consider J.~(l) 
which may be chosen as that subset of the square 
formed by J 2(l) lying on the upper side of the diag­
onal given by the equation Xl = Xli' the diagonal 
included or not depending on whether the upper or 
lower sign holds in the equation 

(5.33) 

Comparing (5.29) with (3.5) and (3.12) we remark 
that the space ir .. (m, s), although reduced with 
respect to the group P!, is still not reduced with 
respect to P. But, because 

VlI(T) = (_1)2J, 

~(nT) = (_1)2J (if all the 11u'S are real), 
(5.34) 
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it should be possible to perform an additional trans­
formation in such a way that II and T are represented 
in agreement with (3.5c) and (3.12) (see Ref. 7). 

The transformation we are looking for is given 
by 

q;(q, J>.; u~,,~) = i{ CP ... (q; J>.u; K) + ~2CPl.(q; J>.u; II,,) 

+ ~lM-l)J-~-I'I+I~I[cp_ ... (q; JX, -0'; K) 

(5.35) 

Here ~ = (~l' ~2) are two new parameters both of 
which, in general, can take the values (+1, -1). 

q; has again the properties (5.26), (5.27), and, in 
addition, it satisfies the relations 

q;(q, J>.; u~, IIK, ~) = ~#(q, J>.; u~,,~), 

q;(q, J>.; -0', -~,,~) 

= ~lM-l)J-~-I'I+I~Iq;(q, J>.; u~,,~). (5.36) 

By Sl' .. (m, s), we denote the space of the functions q; 
with all these properties equipped with the scalar 
product 

X ip(q, J>.; U~K~)1/I(q, J>.; U~K~). (5.37) 

Here summation and integration extends over the 
domain 

We now see that 

(q;, 1/1) = (cp, "') 

holds. Hence, in sum ,we get the following sequence 
of isomorphisms: 

_ 0 

,p .. (m, s) '" Sl',,(m, s) '" Sl',,(m, s) '" Sl' .. (m, s). (5.38) 

We are therefore allowed to identify all these spaces. 
Because of (5.29c, d), we deduce from (5.36) 
(U(II)q;)(q, J>.; u~,,~) 

= nn~l :n[~'(Pu(q»q;(IIq, J>.'; u~,,~), 

(V(T)q;)(q, J>.; U~K~) 

= nT~2 :n[dpu(q)E)ip(IIq, J>.'; u~,,~), 

which indeed is in agreement with (3.5c) and (3.12), 
if we make the substitutions 

The subspace of Sl' .. (m, s) which carries the correct 
representation of the permutation group we denote 
by Sl'~(m, s). Because space inversion and a permuta­
tion of the edges of a (three-dimensional) polygon 
are interchangeable, we get 

and, therefore 

if we choose the parametrization " in such a way 
that A .. (II,,) = A .. (,,). Hence the space Sl'~(m, s) is, 
according to (5.31) and (5.32), characterized as a 
subspace of Sl' .. (m, s) by the following additional 
properties of q;: 

n = 2 : 'I](1r) ( _1/-2 'q;(q, J>.; >'2Xl~) 

= q;(q, JX; >'lX2~); 

n :2: 3 : BrCK)q;(q, J>.; 0', 1r~, 1r"~) 

= T/(1r)q;(q, J>.; u~,,~). 

(5.39) 

If we denote the set in x-space on which the function 
q; may be arbitrarily defined [up to the restriction 
(q;, q;) < ro 1 by t?-.. (x), we find 

t?-.. (q) = {q;q2:2: ImI2}, 
t?-.. (J) = {J; 2J == 2 lsi mod 2l, 

t?-.. (X) = I +(J). 

t?-.. (u, ~) belongs to the set of the smallest subsets 
T of J,,(Ul~) with the property 

TV IIT = J .. (u, ~). 

(Note that the effect of II on a "point in spin-space" 
is defined by II(u,~) = (-0', - ~).) 

t?-.. (K) belongs to the set of the smallest subsets T 

of J,,(K) with the property 
o 2 i TV IIT = t?-,,(,,) = C,,([q 1). 

Because of our definition of Sl' .. (m, s), two functions 
'P, which differ only on a set of zero measure in 
,,-space must be considered as the same element of 
Sl',,(m, s). That's why t?-.. (K) is only determined up 
to a set of zero measure, and, consequently in the 
case n :2: 4, we may assume that 'P is zero on all 
points with the property 

(5.40) 

so that t?-,,(,,)contains no such points. In the case 
n = 3, all points" have the property (5.40), or, 
expressed differently, 
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holds. In addition, we have 

"'..(~2) = {~2; ~2 = ±1 for n ~ 4; 

~2 = 1 for n = 2, 3} i 

for (u, J-.) ¢ 0; 

~1=M-1)J-I'1 for (u,J-.)=O}. 

(5.41) 

"'2(J-.) may be chosen as the set of points of U2(J-.) 
lying on the upper side of the diagonal (AI = - A2) 
of the rectangle which is formed by the points of 

[T,(Sl) ® [ .. (S2) 

and on one half of the diagonal itself [the point (0,0) 
included, if it belongs to U2 (J-.), which is exactly the 
case if Sl and S2 are integers]. 

In analogy to the sets U:(x) we introduce the sets 
"':(x). "'~(J-.) may be chosen as iJz(J-.) n U;(J-.). (n 
means intersection), where the last two domains 
are chosen as indicated above. From (5.36a) and 
(5.36b) we deduce 

1](7I")cp(q, J)..; )..2A1~) = ~lCP(q, JA; -AI, -A2~)' 

and consequently 

"'~(~1) = {~1; ~1 = ±1 for Al ¢ -A2; 

~1 = 1](71") for Al = -A2}' (5.42) 

"';'(u, J-.) for n ~ 3 belongs to the set of the smallest 
subsets T of t1n (u, J-.) with the property 

V gT = Un(u, J-.), 
gE'Y.' (ll) 

where 'Y~(II) stands for the group 'Y~ supplied by the 
element II which commutes with the elements 71" of 
'Y~. Note that the effect of 71" on "a point in spin-

1](71")( _1)J-2. = +1 

1](71")( _1)J-2. = -1 

space" is defined by 

7I"(u, J-.) = (u,7I"J-.). 

J ~ 2s 

(28 + 1)(8 + 1) 

(28 + 1)8 

Analogous to tY-:(u, J-.), tY-:(K) is defined. By the 
same reason as in the case of tY-.. (K), tY-:(K) is only 
determined up to a set of zero measure. That is 
why we may assume that no point of the submani­
folds in x-space defined by 

71" E 'Y~, n = 3, 

g E 'Y~(II), n~3 

occur in "':(K). 
It is now easy to derive the decomposition rules 

of the space with respect to the groups PI, P, re­
spectively. 

Case n = 2: The number n('Y)(M, J) of repre­
sentations (M, J) of the group PI equals the num­
ber of points contained in U2(J-.) and U~(J-.), respec­
tively, depending on whether the particles are of 
different kind or not. In formulas, 

n('Y)(M,J) = t(U2(J-.» if the particles are different, 

(U~(J-.» if the particles are equal. 

If the particle are different and both have masses 
different from zero, this number is (Sl ~ S2): 

(2s1 + 1)(282 + 1), J ~ 81 + 82, 

(281 + 1)(282 + 1) 

n(M, J) = 

(2J + 1)(282 + 1), 

(Compare this with Refs. 3, 5, and 10.) 
If it is even (which is always the case unless both 

of the particles have integral spin) half of it belongs 
to ~1 = + 1 and half of it belongs to ~1 = -1. In 
the exceptional case, one of the representations 
(M, J) belongs to 

~1 = (_I)J-·,-·· (corresponding to l = 0), 

and !(n(M, J) - 1) to ~1 = + 1, ~1 = -1, re­
spectively. If both particles are equal with mass 
different from zero, the numbers n'Y (M, J) are 

J :::; 28 

(J + 1)(28 + 1) - ![J(J + 1)] (5.44) 

2J8 - ![J(J - 1)]. 

If we denote by d(J) the number of points in tY-~(J-.) 
simultaneously lying on the straight line given by 
the equation Al = - A2 we see that 

!(n'Y(M, J) - d(J» 

of the representations (M, J) belongs to ~1 = + 1 
and the same amount belongs to ~1 = -1. The rest, 
namely d(J), belongs to 
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~l = '11(11"). 

The numbers d(J) are given in the following table. 

and we have to complete it by the following state­
ments: 

n = 3, n ~ 4 {I belongs to 
28 J J > 28 J ::; 28 1 belongs to 

even even 
even odd 
odd even 
odd odd 

!(28 + 1 ± 1) 
!(28 + 1 ± 1) 
!(28 + 1) 
!(28 + 1) 

!(J + 1 ± 1) 
!(J ± 1) (5.45) 
!J 
!(J + 1) 

The plus and minus sign in the first two lines simul­
taneously holds with the corresponding sign in the 
Eq. (5.33). 

If we assume the correct connection between spin 
and statistics, i.e., 

(5.46) 

then tae numbers of representations (M, J) be­
longing to ~l = + 1, ~l = -1, respectively, are 

28 even even 

J even odd 

J ::;28 (J+l)(8+1)-~ (~+1) 
~1=+1 

Note especially that 

p.(Jn(u, :A.)) = (2J + 1) IT (2sk + 1). (5.47) 
k-l 

Now let us consider the space ~(Jn) of the functions 

feu, :A., 1C) 

defined on the domain 

JnCU,:A.,1C), (5.48) 

and assume that ~(Jn) is equipped with the scalar 
product 

L: J d3.-6K a(q2 - M 2(1C)](U,:A., 1C)g(U,:A., 1C), 
. ~.G' 

odd 

even 

odd 

odd 

J>28 (8+1)2 

J ::;28 
p 

(J+l)8--
~1=-1 

4 

8(8+1) 

J2-1 
J8--

4
-

i(28+ 1)2 

J2 
!(28+1)(J+l)-4" 

J2-1 
J(8+!)--4-

J>28 8(8+1) 

For n ~ 3, to each point 1C E t?-~OY)(1C) there exists 
(oy) 

p." , n = 3, 
2 (oy) 

p." , n~4 

representations (M, J) of P 1, where 

p.~oy) = p.(J~OY)(u, :A.)). 

If not all of the numbers 8k are integral, 
1 (oy) belongs to (~ (1,1)} "2Jl.n 

!~"!') belongs to ~ = (-1,1) 
n~4 

!~"!') belongs to ~ = (1, -1), 

!~OY) belongs to ~ = (-1,1). 

n = 3, 

If all the numbers 8k are integers, p.~OY) in the table 
above has to be replaced by 

i-(28+ 1) (28+3) (8+!)2 

where the summation and integration are extended 
over the domain (5.48). We also consider that sub­
space ~(J~) of ~(Jn) whose elements satisfy the 
relation 

B7(1C)f(u, 1I":A., 1I"1C) = 'I1(1I")f(u, :A., 1C), 

'11(11")( -1)J-28 f(1I":A.) = f(A) , 

n ~ 3, 

u = 2. 

Let us denote by 
(vi H("!')(m, s, JM) lu,:A., 1C) (5.49) 

a complete orthonormal system of functions of the 
space ~(J~"!'» which may depend also on the vari­
ables m, s, M, J. In the future we shall suppress 
this dependence to make the formulas look less 
cumbersome. Completeness and orthogonality are 
expressed by the relations 

L: J d3.-6K a(q2 - M2(1C)(vl H("!') lu,:A., 1C) .. ., 
x (v'I H("!') lu,:A., 1C) = a •• " (5.50a) 
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:E 8(q2 - M2(~»(vl H(Y) lIT, lo, ~) 
y 

(5.50b) 

In (5.49) the parameters v "counting the members of 
the system" may partially be discreet, partially con­
tinuous. Accordingly we have to replace the sum in 
(5.50b) partially by an integral and the Kronecker­
symbol on the right-hand side of (5.50a) by 8-func­
tions. If we start from k.(m, s) and perform the 
transformation 

,p(q; JX; v) = .L: J d3
.-

6
K 8(q2 - M2(~» 

"a 
x (ILl HIlT, lo, ~)~,,(qj JXlTj ~), (5.51) 

where summation and integration again extend 
over the domain (5.48), then the space ~ .. (m, s) of 
the functions ,p equipped with the scalar product 

(,p, -J;) = .L: .L: J d!q ~(q; JX; v)-J;(q; JX; v) (5.52) 
J.X • 

is operator-isomorphic to the original one with re­
spect to the group Pi and therefore splits into 
irreducible spaces with character (M, J) in the same 

o 
way as ~ .. (m, s). 

It is easily seen that (5.51) is the most general 
transformation with this property. The most gen­
eral C-G coefficient of the group Pi is therefore 
defined by 

,p(q; JX; v) 

= .L: J.l d
3 

.. p (v MJ I ms) /J.{p) 
" 2" ClJl(Pl) ... ClJn(p,,) qX pl. (Y) 

(5.53) 

and is consequently given by the expression 

(vi H(")W 11T1o~) 

= l{[(vl H(") lIT, lo, ~) + Mvl H(") lIT, lo, II~)] 

+ ~lM-1)1'I-IXI-J+a[(vl H(Y) I-IT, -lo,~) 

+ ~2(vl H(") I-IT, -lo, II~)]}. (5.55) 

If we make the identification of all the spaces 
isomorphic to each other [see (5.38)1, the transforma­
tions which reduce the space -p .. (m, s) are seen to 
be orthogonal. That's why we know without direct 
calculation that the C-G coefficients satisfy the 
relations 

.. 
= 2" II CIJ(pill) 83(4'!1l - 4'i2 » , 

k-l 

The analogous relations are satisfied by the C-G 
coefficients of P. 

6. THE PHYSICAL MEANING OF THE 
QUANTITIES ON WHICH THE FUNCTIONS 

;. DEPEND. 

In this section, we want to find the physical mean­
ing of the quantities lo and IT on which the functions 
J-,,(q; JXIT; ~) depend. For this purpose we consider in 
-p,,(m, s) the representation of Pi which is iso­
morphic to that one taking place in -p(m" 8,), 
namely 

(U,(a)f)(p) = eiP'Gf(P), 
(6.1) 

( v ~: I ~) = 8
4
(q - q')[(2J + l)A;;-l(~)]t 

X .L: :D~,,,(P) ~ia(p)(vl H(") llo', IT, ~). 

(U,(A)f)(P) = ~"(p,(P" A»f(rl(A),p), 

(5.54) where A -l(A),p is defined by 
1'ltT 

Here q', p, and ~ have the values determined by P 
through the relation (4.21). In an analogous way 
we determine the C-G coefficients of P considering 
only representations for which 

V2(T) = (_1)2. and y2(IIT) = ( _1)2. (if 110 is real). 

We only have to replace the functions 

(vi H("!) llo', IT, ~) 

in (5.54) by the following linear combinations of 
these functions: 

A-l(A),p = (PI .,. P'-I, rl(A)PI, Pl+l .,. P .. )· 

It follows immediately 

" 
U(A) = II U,(A). 

1-1 

The infinitesimal translations in the representation 
U, we call P,. 

Now let 

V(P,) = (X1(P,)va -l(P,) 

be an element of the little group of P_I' 
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It follows 

and therefore 

(UI (V(PI»F) (P) 

especially 

(U I (al (P1)rjl (p) p(x)rl (p)a -I (P I»F) (p) 

= X)"(pW)F(P). (6.2) 

If we go to infinitesimal transformations p(x), we 
get from the last equation 

W;1l A~(rl(p)a-l(pl»F(p) = AIF(P), (6.3) 

where W;1l is the operator defined in (3.19) with the 
difference that ~ and m have to be replaced by 
~(I) and m(ll, the infinitesimal Lorentz transforma­
tions in the representation UI of Pl. 

From (6.3) we deduce immediately: The functions 

I{:>'),(q; JAIT; 1e) 

are eigenfunctions of the operator 

W;1l A~(rl(P)ajl(p,» (6.4) 

to the eigenvalue AI. Here the replacement 

Pk~Pk 

in the expression rl(p)ajl(pl) is defined by corre­
sponding power series. No difficulties arise from the 
indefiniteness of the order of the different operators 
because the PI commute. In general the operator 
(4) depends on all the momenta operators PI ... p ... 

However, if we make the WJW choice 

a"(b ,) = a[b,], 

and if we confine ourselves to the center-of-mass 
system, this operator becomes very simple. In this 
case we get 

where x(p) in general depends on all the momenta 
Pk' But if we introduce this expression in (6.2), the 
p(x(p» drops out and we get 

(U,(a[pz]p(x)a-I[p,]F)(p) = X)"(p(x»F(p) , 

i.e., J'),(qk; jAIT; 1e) [where qk = (M, 0)] is eigenfunc­
tion to the value Al of the operator 

W;1l A ~(a -I[P I]), 

which is the helicity operator as we have seen in 
Sec. 3. Now let's start from the equation 

(U(POpWp;l)ip)(qk, Pop(x'), 1e)=ip(qk, Pop(x' + X), Ie). 

Here 

Po = pp( -x') == Po(P) , 

where p is determined by p through the relation 
(4.21). If we set by definition 

ip(qk, Po, IT, 1e) = l1l' fo4r dx' ip(qk, Pop(x'), 1e), 

we get 

(U(pOp(x)p;l)ip)(qk' Po, IT, 1e) = eitrXip(qk, Po, IT, 1e), 

or, if we go to infinitesimal transformations p(x), 

~n(p)ip(qk' Po, IT, 1e) = lTip(qk, Po, IT, 1e). (6.5) 

Here n(p) is the vector we get if we apply the rota­
tion 

A(p;I(P» 

to the unit vector pointing in the direction of the 
positive 3-axis. If we again replace the momentum 
PI in n(p) by the corresponding operator in the 
representation UI, we may complete the transforma­
tion (5.23) in (6.5) without difficulties. We then ob­
serve that IT in J(q; jAIT; 1e) has the meaning of the 
total angular momentum in the center-of-mass sys­
tem relative to an axis which is connected with the 
momenta of the n particles in a definite way. The 
situation is similar to the case of a top: IT corre­
sponds to the angular momentum relative to the 
figure axis and A to the one relative to an axis fixed 
in space. 

7. APPLICATION TO THE 8-MATRIX 

We consider the S-matrix of a process 

a~l) + a~l) + ... + a~~) 
~ a~2) + a~2) + '" + a~:) . (7.1) 

Let mk il be the mass, ski) the spin of the particle, 
ail) p~il its momentum, and A!il the third component 
of its spin (for definition of this quantity in a co­
ordinate-system in which the momentum p!i) is 
measured, see Sec. 3). The S-matrix maps the 
II~:'I (2s!1) + 1)-dimensional spin space of the 
incoming particles on the rr;:'1 (2s12) + 1)-dimen­
sional spin space of the outgoing particles, and is, 
at the same time, a Lorentz-invariant generalized 
function of the variables 

p(i) = (P~il '" p~;» (i = 1,2) : S(p°) , p(2). 

From translation invariance, one derives that the 
support of S is the submanifold on V+ (m (I» ® 
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Lorentz invariance implies 

~.(» (p(P(1), A»S(r1(A)p(1) , A -\A)p(2,) 

X ~.(')(/(p(2', A» = S(p(1), p(2,). 

If we now define 

T(p(1', p(2,) c54(qCll _ q<2') 

MC,,(l't=LMC,,(2') = M = Cl)i. 

Performing the transformation 

(MJ ' (1'. (2') T ,0"1", 0"2" 

we finally get lithe generalized partial wave decom­
position" 

T(p(1)p(2') = A :~("Cll)A :!C,,(2') 

= ~.(')(p(I)S(pCllp(2') ~.("\p(2'), C7.2) X L: (2J + l)tT(M J; 0"1,,(1), 0"2,,(2') :n;.v,(p). (7.5) 
JrTl t1 S 

where we subtract a c5
4 (q(1) - q(2,) function on the 

right side, if the process under consideration is an In the case n l = n2 = 2, the substitution 
elastic scattering, Lorentz invariance reads Cx ) PI --+ PIP I, 

T(p(l), p(2') = T(A-1(A)p(I" r 1(A)p(2'). P2 --+ P2PCx2) ' 

Hence the inverse of (2) is which leads to 

S(p(1), p(2) = c54(qCll _ q(2')'F(P(1), p(2), 

where 

(7.3) 

1'(p(I), p(2') = ~.(')t(p(1)T(P(I), p(2) ~.(.)(p(2') 

(7.4) 

gives a representation of the S-matrix as a sum of the 
covariants of PI, each multiplied by an invariant 
amplitude T(p (1), p (2'). 

Because of q - q(l' = q(2', we may write, ac­
cording to (5.16), 

T(p(1) , p(2') = Tl(q; p(1), p(2'; ,,(1),,<2') 

X A :~(,,(1)A :!(,,(2'). 

(From the rigorous mathematical point of view, this 
transformation would need a justification depending 
on the test-function space, which is used to define 
the general functions.) Lorentz invariance now reads 

Tl(A- I(A)q; p-1(q, A)p(l), p-l(q, A)/2'; ,,(1'K(2,) 

Choosing 

we get 

p(q, A) = /2', 
and therefore 

= TI(q; pCll, p(2); ,,(1), K(2,). 

A = a(q) /2' , 

TI(q; p(1), p(2'; ,,(1), ,,(2') 

= Tl(qk; p, 1; ,,(1), ,,(2') == f(M, P; X(I)X(2'), 

where P = (p(2')-1/1) and the sign == means "equal 
per definition". It is clear that 

must leave all the equations invariant. It is easily 
seen that this leads to the relations 

A~I) - Ail) = 0"1, 

A~2) - Ai2) = 0"2; 

if nl = 2, n2 ~ 3, only the first of these relations is 
valid, if n1 ~ 3, n2 = 2, only the second one. In any 
case (also in the case n l ~ 3, n 2 ~ 3), the summation 
in (7.5) has to be carried out over those J, for which 

2J == 2 18(1) I == 2 18(2) I mod 2. 

According to (5.29c), invariance with respect to 
space inversion has the consequence 

where 

(II) - (1)-(2)( 1)1.(')I-Il\(')I+I.(')I-I).(·)1-2J+v,+v. 
7J - nn nn - • 

All the results of this section can also be derived 
using the fact that, according to group-theoretical 
considerations, the S-matrix, being an operator-iso­
morphism with respect to the group PI which maps 
-P",(m(1), s(l) onto -Pn,(m(2), S(2,), must have the 
representation 
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where the C-G coefficients 

are defined in (5.54). 
Indeed if we set 

(MJ ' (1) (2» 
T"(')l(') ,00IK, 0'2K = 

x (v,1 T(JM) IV2)(v21 H 10'2A(2), K(2)}, 

(7.6) is in complete agreement with the relation we 
obtain if we combine (7.5) and (7.2). 

In an analogous way, we may define a decomposi­
tion of the 8-matrix with respect to the group P 
using the corresponding C-G coefficients given in 
(5.54) and (5.55). 

Finally, we remark that, according to (3.23) 
in the case m~i) > 0, the connection between our 
T(p{l), p(2»-matrices and the Lk.; EB (s!i), 0)­
tensors (with respect to L1) of Stappll and Hepp12 
is given by 

:08(a(p{l))T(p{l), p(2» :.oS(eaT(p(2») = M(p(l), p(2» 

[M(P(l), p(2) = Lk,' EB (s~i), O)-tensor]. 

Notes added before print: 

A. After having finished the preprint of this 
paper it was learned by the author that two other 
authors have written a paper on a similar subject: 
P. Moussa and R. Stora, "Some Remarks on the 
Product of Irreducible Representations of the In­
homogeneous Lorentz Group (Preprint, edited at 
Centre d'Etudes Nucleaire de Saclay, Gif-sur-Yvet­
tes, France.) 

R. Stora has called to this author's attention their 
paper and their method of reducing the product rep­
resentation applied in their work: the method of 
induced representations, presented in Mackey's 
book. [G. W. Mackey, The Theory of Group­
Representations (The University of Chicago Press, 
Chicago, 1955)] It turned out that the method 
applied in the present paper is strongly related to 
Mackey's general scheme. 

I wish to thank Dr. Stora for the correspondence 
concerning this point. 

B, A reader looking through the present paper 
without studying it in detail might get the impression 
that, besides the helicity coupling scheme, no other 
scheme has been treated, which wouldn't justify the 
term "most general" in the title. That's why the 
author wants to emphasize that the C-G coefficients 

(5.54) are quite general and especially that it in­
eludes also the l-s coupling scheme of J 00S5 and 
Macfarlane.1 

To show this in some detail, assume m. > 0 
(i = 1 ... n) and replace (4.44) by 

a~(bl)=a{bd. (Bl) 

Then (5.54) is formally unchanged, the only dif­
ference being that :o~,~(p) is defined with the help of 

rdp} = a-1 {bda-1(p)al(Pl) (B2) 

instead of 

rl [P] = a -1[bl]a-1(p)al(P,). (B3) 

In addition, we choose (vi H Ij.', 0', K) in (5.54) to be 

(~,! I ; c), v = (l, 1', {), (B4) 

i.e., the C-G coefficient of 8U(2) which composes 
SI '" s,., l to J. T = 0' - L~-1 A',; r is conveniently 
chosen to be r .= (SI2, SI23 ... S12 ..... ), where SI2"'k is 
obtained by composing s) ••• Sk' Because of the 
relation 

rl {p} = p[bl]rl[P] 

following from (B2), (B3), and (2.21), the procedure 
described so far is equivalent to directly choosing 

(vi H Ij.', 0', K) 

in (5.54) to be 

L :O~"l,(p[(b])(~,,! I ; c). 
:lo" 

It is easy to see that this choice leads to the C-G 
coefficients of J OOS5 and Macfarlanel in the case 
n = 2. Notice that the choice (1) implies y(b1 , x) = 
y(b2 , x) = p( -x) [Compare (4.40)], such that in the 
case n = 2: Al + A2 = 0' and therefore T = O. For 
n 2:: 3, however, it leads to a simpler expression than 
the one obtained by Macfarlane who essentially 
constructs the C-G coefficients for n 2:: 3 according 
to the "Dalitz-scheme" (1), (2) -+ (12); (12) (3) -+ 

(123), etc. using only C--G coefficients for n = 2. 
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Quantum-Mechanical Extension of the Lebowitz-Penrose 
Theorem on the Van Der Waals Theory* 

ELLIOTT LIEB t 
Belfer Graduate School of Science, Yeshiva University, New York, New York 

(Received 1 November 1965) 

Rece~tl~ Lebowitz an~ :renrose gave a rigorous derivation of the van der Waals-Maxwell theory 
of the hqUld-vapor transItIon, and showed how the Maxwell equal area-rule could be obtained from a 
p~oper ~tatistical mechanical calculati?n. Their results are quite general-being valid in any number of 
dlIDensIOns and for a broad class of paIr potentials-but they were proved only for classical mechanics. 
In the present work we extend the proof to quantum systems with any statistics-Boltzmann Bose or 
r:e~. One corollary of this extended theorem is a model of a Bose gas with a first-order phase tr~n­
sltIOn. 

INTRODUCTION 

IN 19~9. Kac l sh~wed how to c~lculate exactly the 
partItIOn functIon of a one-dImensional system2 

of particles interacting via the pair potential 

vex) = <XI for Ixl < ro (1.1) 
= ia'Y exp (-'Y Ixl) for Ixl > ro, 

where 'Y and a are arbitrary constants, but with 
'Y > O. He also proved the expected result that 
such a system has no phase transition when a and 'Y 
are finite. 

Shortly thereafter Baker,3 who independently con­
sidered the same type of interaction for an Ising 
spin system, pointed out that while there is no 
phase transition when 'Y is finite, one does obtain 
a phase transition (if a < 0) by taking the limit 
'Y -+ 0 after taking the bulk limit N -+ co. (Plainly, 
taking the limit 'Y -+ 0 before the bulk limit would 
not be interesting because only the hard-core po­
tential would remain.) Physically, this means con­
sidering a sequence of systeInB with ever increasing 
range of interaction. The range of interaction is 
always vanishingly small compared to the size of 
the system, and in each case the isotherInB are con­
tinuously differentiable (no phase transition). Never­
theless, the limiting isotherInB have fiat portions 
characteristic of a first-order vapor-liquid transition. 
The properties of these isotherInB, especially near 

* -:t;his .work was supported by the U. S. Air Force Office 
of SCIentific Research at Yeshiva University Grant No. 
AF-AFOSR-713-64 and AFOSR-508-66. ' 

t. Present address: Physics Dept., Northeastern U ni­
verslty, Boston, Mass. 

1).\1. Kac, Phys. Fluids 2, 8 (1959). Actually, Kac only 
consld~red the attractive case, '" < O. For a discussion of the 
repulSlve case. see D. Newman, J. Math. ?hys .. 5, 1153 (1964). 

I Fo~ a reVIew of exactly ~luble one-dImensIOnal statistical 
mechamcal problems see E. Lleb and D. Mattis Mathematical 
Physics in One-Dimension (AcadeInic Press In~ New York 1966). ., , 

a G. Baker, Phys. Rev. 122, 1477 (1961); 126, 2071 (1962). 

the critical point, as well as the manner in which 
the limiting isotherInB are approached as 'Y -+ 0 
was investigated in detail by several authors.4 

The free energy of the limiting system turns out 
to be merely that of the familiar van der Waals 
theory, namely 

a(p) = a.E. {f(p)}, (I.2a) 

where 

f(p) =kTp[In (p/I- pro)-i In (mkT/211'h2)-I]+lal, 
(1.2b) 

and where a(p) is the free energy per unit volume 
and p is the particle density, which is necessarily 
restricted to be less than r;l. The symbol a.R {f(p) I 
in (1.2a) means the following: For a physically stable 
system a(p) must be a convex function of p in order 
that the pressure, P, defined by 

(1.3) 

be a nondecreasing function of p. f(p) in (1.2b) may 
not have this convexity property, in which case 
a.E. {f(p) I (or convex envelope) is defined to be 
the greatest convex function which is everywhere 
less than or equal to f(p). In other words, the graph 
of a.E. {f(p) I consists partly of convex segments 
of f(p) and partly of straight lines, each of which 
is tangent to two points of the f(p) graph. In terms 
of the pressure, (1.3), this double tangent construc­
tion is exactly equivalent to drawing horizontal 
straight lines through any loops in the pep -1) curve, 
using the equal-area rule of Maxwell. A first-order 
phase transition is the result. 

There are two noteworthy aspects of Eq. (1.2). 
The first is that the convex envelope, or double 
tangent construction is not imposed ad hoc, but is 

, M. Kac, G. Uhlenbeck, and P. Hemmer, J. Math. Phys. 4 
216, 229 (1963); 5, 60 (1964); P. Hemmer, ibid., p. 75; E: 
Helfand, ibid., p. 127. 

1016 
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derived directly from the pair potential (1.1) without 
any additional assumptions. It is in this sense that 
one has a rigorous derivation of the van der Waals­
Maxwell theory, although it must be admitted that 
the system in question is only a limiting system 
and is, moreover, one dimensional. 

The second point concerns the form of f(p) itself, 
Eq. (1.2b). As we remarked before, f(p) was originally 
calculated by first finding the partition function for 
finite 'Y, and then passing to the limit 'Y -+ O. While 
this procedure requires a good deal of sophisticated 
mathematical analysis, the final result, (1.2b) could 
have been easily foreseen on the basis of molecular 
field theory. The first term in (1.2b) is the well­
known configurational free energy of a pure hard­
core gas. The third term ta/, could be obtained 
by observing that if 'Y is very small (long-range 
forces) then each particle "feels" only the average 
value of the long-range potential, assuming that 
the fluctuations in particle density have a range 
small compared to 'Y-1

• Because of this homoge­
neity assumption, molecular field theory would give 
a(p) = f(p) and not C.E. {f(p)}, i.e., molecular 
field theory would give a van der Waals loop. Where 
molecular field theory goes wrong is that in the 
transition region fluctuations are indeed macro­
scopically large. 

Nevertheless, molecular field theory is plainly on 
the right track and it would seem that it should 
be possible to prove the analog of (1.2) for any 
system in any number of dimensions given that the 
pair potential consists of a suitable short range part, 
whose free energy is assumed known, and a long 
range part whose range tends to infinity. In other 
words, it ought to be possible to avoid the detailed 
analysis for finite 'Y, which can be carried out only 
for the special potential (1.1) in one dimension. That 
this can be done in a completely rigorous manner 
is the content of a recent paper by Lebowitz and 
Penrose/' although van Kampen6 had earlier given 
a heuristic derivation of what we will here refer to 
as the Lebowitz-Penrose theorem. Unfortunately 
LP could prove their theorem only for classical 
systems, and it is the aim of the present work to 
extend the theorem to quantum systems with any 
statistics-Boltzmann, Bose, or Fermi. 

In Sec. II we give a precise statement of the 
theorem and point out what additional lemmas are 
needed in order for the LP proof to be valid for 

5 J. Lebowitz and O. Penrose, itA Rigorous Treatment of 
the Van der Waals-Maxwell Theory of the Vapor-Liquid 
Transition," J. Math. Phys. 7, 98 (1966). References to this 
paper will be simply designated LP. 

G N. van Kampen, Phys. Rev. 135, A362 (1964). 

quantum systems. At this point the reader may 
justifiably ask what relevance this theorem has to 
the statistical mechanics of real systems. On the 
one hand the theorem is of little real use because 
the fundamental problem of statistical mechanics 
is to understand why short-range forces behave like 
uItra-long-range forces, in the sense that they give 
rise to phase transitions. The analysis of systems 
with ultra-long-range forces sheds little light on this 
central problem. On the positive side, however, 
there are two things that can be said in favor of 
the theorem. The first is that in a subject as com­
plicated as statistical mechanics, the number of non­
trivial, rigorous statements that can be proved is 
small indeed, and the addition of one more can 
possibly be beneficial. The second is that one can 
conceivably use the 'Y -+ 0 theorem as the first step 
in an expansion in 'Y for real systems with nonzero~ 
but small 'Y. 

II. STATEMENT OF THEOREM AND 
OUTLINE OF PROOF 

Consider a system of N, II-dimensional particles 
(v == 1, 2, 3, ... ) each constrained to lie in a cubic 
region of volume ° in II-dimensional space. The 
particles each have mass m and interact via a pair 
potential given by (following the notation of LP) 

v(r) = q(r) + 'Y''P(-yr), (2.1) 

where r = r i - r; is the relative coordinate of 
any two particles. Let ZeN, 0, 'Y) be the partition 
function of the system (classical or quantum with 
any statistics), whence 

A(N, 0, 'Y) a -kT In ZeN, 0, 'Y) (2.2) 

is the free energy of the system. We pass to the 
bulk (or thermodynamic) limit by considering a 
sequence of cubes of increasing volume together with 
an increasing number of particles such that p = NO- 1 

is constant, and define the limiting free energy per 
unit volume by 

a(p, 'Y) a lim 0-1 A(pO, 0, 'Y). (2.3) 
11-> .. 

The potentials q and 'P (the short- and long-range 
parts, respectively) are subject to certain conditions 
to be stated below, and these guarantee that the 
limit in (2.3) exists for any finite, positive 'Y, and, 
in the quantum mechanical case, for vanishing 
boundary conditions at least. In addition to these 
conditions, it is assumed that 'P is Riemann-in­
tegrable, 

f 'P(r) dr = a. (2.4) 
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We also assume that the corresponding free energies 
(denoted by A O(N, 12) and aO(p) , respectively] are 
known when ~(r) ;: 0 (the base system) and that 
aO(p) is independent of boundary conditions in the 
quantum-mechanical case [see (q3) below]. 

We now take the limit "{ -? 0 (ultra-long-range 
forces) and define 

a(p, 0+) = lim a(p, "(). (2.5) 
"1-0+ 

Our aim is to prove the following 

Theorem: Subject to the conditions on q and cp 
stated below: 

(1) For all statistics and all boundary conditions 
a(p, 0+) exists and is equal to 

a(p,O+) = C.E. {aO(p) + !a/I, (2.6) 

where aO(p) is the bulk limiting free energy per unit 
volume for the base system with the appropriate 
statistics-Boltzmann, Bose, or Fermi. 

(2) For all statistics and for vanishing boundary 
conditions, the limiting pressure is equal to the pres­
sure derived from the limiting free energy, namely 

lim P("{) ;: lim /(ajap)[p-1a(p, "()] 
'Y-o+ "1-0+ (2.7) 

= /(a/ap) [p-1a(p, 0+)]. 

We list first the conditions [in addition to (2.4)] 
on the long-range part of the potential. These are 
the same as in LP. 

(~I). There exist positive constants Da and E such 
that 

1~(r)1 < Dar-'-' for all r. (2.8) 

(~2). cp(r) is continuous at r = O. 

In addition ~ satisfies one of the following three 
conditions: 

(~3a). <I>(p) ~ 0 all p, (2.9) 

where <I>(p) is the II-dimensional Fourier transform 
of ~. 

cp(r) S 0 for all r. (2.10) 

(cp3c). This condition is discussed in detail in 
Sec. V of LP. Of the several possibilities raised 
there, only two are sufficient to establish the theorem 
unambiguously. One is a repetition of (cp3a) above, 
while the other is 

min <I>(p) = <I>(O). (2.11) 
p 

It will be noted that (cp3b) is really a special case 
of (cp3c), since (2.10) implies (2.11). 

The classical conditions on the short-range part 
of the potential, as given in LP, are easier to state: 

(qI). (Hard core) q(r) = + <Xl for r < roo (2.12) 

(q2). There exist positive constants D2 and E such 
that 

(2.13) 

To these we append a purely quantum-mechanical 
condition which, most likely, is already implied by 
(qI) and (q2) above, although no proof of this 
implication has yet been found. In order to specify 
the quantum-mechanical problem it is necessary to 
impose homogeneous boundary conditions on the 
walls of the container, 12; There are three which 
are customarily used: (1) vanishing ('1' = 0) bound­
ary conditions (VB C) ; (2) normal (n· V'1'= 0) 
boundary conditions (NBC); (3) periodic boundary 
conditions (PBC). We shall designate the finite 
volume free energy in the three cases by A1(N, 12), 
A 2 (N, 12) and Aa(N, 12), respectively. It is easy to 
show that (see Lemma 4 below), 

(2.14) 

Now, Fisher7 has shown that conditions (qI) and 
(q2) ensure that a~ the bulk limit of A~ exists for 
any statistics, but no proof has been given that the 
bulk limits of A~ or even A~ exist. We shall assume 
that these limits not only exist but that they are 
independent of boundary conditions, namely 

(q3). lim A~(p12, 12) = a~(p), (2.15) 
o~'" 

for all statistics-Boltzmann, Bose, or Fermi. 
If condition (q3) were not satisfied the base 

system would indeed be pathological, for it would 
mean that the so-called surface effects would have a 
macroscopic effect. When the base system is the 
one-dimensional hard-core gas (1.1), as was originally 
used by Kac and Baker, a direct calculation shows 
that (q3) is satisfied. We shall return to a discussion 
of the quantum mechanical version of (1.2) later. 
Suffice it to say that condition (q3) is a condition 
imposed, along with other conditions, on the base 
system alone whose free energy we assume can be 
calculated. It is not a condition imposed on the 
combined system. Indeed, part of the theorem is 
to show that (2.6) is true irrespective of boundary 
conditions. 

Owing to the inequality (2.14), the theorem will 
be true for PBC once it is established for VBC 

7 M. Fisher, Arch. Ratl. Mech. Anal. 17, 377 (1964). 
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and NBC. We shall therefore ignore PBC hence­
forth, except in Lemma 5 below. 

In order to prove the theorem we need several 
quantum-mechanical lemmas whose proof will be 
given in Sec. III. In this section we shall merely 
state the lemmas and then show how they, together 
with the analysis in LP, prove the theorem. We 
shall be concerned with the Hamiltonian 

(2.16) 

where \7 is the II-dimensional Laplacian and U is 
an arbitrary potential. The NII-dmensional domain 
in which H operates will be denoted by D. 

Lemma 1. Let Ei ~ E2 ~ ... be the eigenvalue 
spectrum of H with VBC on D. Let Dl1 ... , D ct 

be connected, disjoint, open sub domains of D. Let 
e~ (with e~ ~ e!+,) be the ordered eigenvalues of H 
in D j with VBC. Let e, be the ordered union of 
all the e~ (with e, < ei+,)' Then e, :?: E, for all i. 

As an immediate corollary of Lemma 1 we have 
the following: 

Corollary 1. 

(2.17) 

where Zi is the partition function in D and Zij is 
the partition function in subdomain D j , all with 
VBC. 

As it stands, Lemma 1 and its corollary is too 
general to permit us to discuss quantum statistics, 
because the potential U and the domains D, Dl1 
. . . , D ct have no particular symmetry (permutation) 
properties. We list now the requisite symmetry con­
ditions to which the succeeding lemmas will refer: 

(SI). U(ri' ... , rN) is a symmetric function of 
the r,. 

(S2). The domain D is permutation invariant, 
i.e., if the Nil-dimensional point R = (rl1 ... rN) 
is in D, then so is any permutation of this point, 
PR = (r"i' ... ,r"N) where pI, ... , pN is a permuta-
tion, P, of 1, ... , N. 

One way to achieve this property, but by no means 
the only way, is if D = ni X n2 X ... X nN , where 
n, is the II-dimensional region r, E n, and n is any 
region (possibly a cube, but in any event independent 
of i) in II-space. We shall refer to this latter possibility 
by writing D = nN. 

(S3). The subdomains Dh ... , D ct are permuta­
tion copies of each other. 

By this is meant that for every permutation P, 
if RED" then for some i, PR E D j (with i possibly 
equal to i). Moreover if PR E D j for some RED, 
and some i, then PR E D j for all RED,. As a 
result of this definition we can write PD, = D j • 

A few examples with N = 2 might make this defini­
tion clearer. Suppose R = ni X n2 , where n is the 
sum of two parts Wi and W2' If Di is defined as 
r i E Wl1 r 2 E Wi then PDi = Di for all P and 
it would then not be necessary to have any sub­
domain other than D i • We could, however, also 
include the region D2 : r i E W2, r 2 E W2 so that 
P D2 = D2 for all P. A second possibility might 
be Da : r i E Wh r 2 E Wi + W2' This is not allowed 
because for some points R, (namely, r i E Wi, r 2 E Wi) 
PR E Da for all P, while for other points (namely, 
r i E Wi, r 2 E W2) TR is not in Da (here T is the 
transposition permutation). Still a third possibility 
is D4 : r i E Wi, r2 E W2' For this it is necessary 
to include the region Ds : r i E W2, r2 E Wi, so that 
TD4 = Ds. In addition to D4 and D5 we could 
also include the domain D i , defined above, whence 
TDi = Di. 

As a consequence of condition (S3) we observe 
that the domains D i , •• " D ct provide a representation 
of the permutation (or symmetric) group SN' That 
is to say, with each permutation P, we can associate 
an a X a matrix P, whose (i, i) element is 1 if 
PD j = D, and is zero otherwise. Consequently, 
P Q = (PQ). Furthermore, we can partition the 
domains into equivalence classes according to the 
rule: 

D, and D j are in the same class C if and only if 
there exists a permutation P such that PD, = D j • 

The symbol C(i) will denote the class of D,. If we 
denote by f;; the number of distinct permutations 
such that PD, = D j , and denote s, = i .. :?: 1, 
then the iij have the following properties: 

(2.18) 

(2.19) 

= 0 if C(t) ¢ CCJ). 

From (2.18) and (2.19) we have 

nisi = N!, (2.20) 

where nj = number of domains in C(i). 
It is also clear that the set of permutations, G" 

which leave D, invariant (i.e., PEG, if PD, = D,) 
is a subgroup of SN' Note that Gj is not necessarily 
an obvious subgroup, i.e., the full symmetric on a 
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subset of the indices 1, ... , N. It could be any 
subgroup of SN. Also, if D, and D; belong to the 
same class, then G; = PG,P-', where P is any 
permutation such that PD, = D;. 

Turning now to the definition of the partition 
functions, we will use the superscripts *, +, and -, 
respectively, to denote Boltzmann, Bose, or Fermi 
statistics. As before, the subscript 1 or 2, respec­
tively, will denote vanishing or normal boundary 
conditions, but we shall omit these subscripts on 
statements which do not depend upon boundary 
condition. 

The partition function is defined in terms of energy 
eigenvalues. For the full domain D the ordered 
spectra will be denoted by E~, E~, and E~ (with 
E, ~ E,+,). They are defined in the usual way: 
E* is the full spectrum, E+ is the spectrum of 
symmetric eigenfunctions, and E- is the spectrum 
of eigenfunctions which are antisymmetric under 
permutations of space and spin. For each subdomain, 
D I , we likewise define ordered spectra e:*, e:+, and 
e:-, the only difference being that the symmetry 
or antisymmetry requirements on the eigenfunctions 
refer only to the subgroup G i and not to the full 
group SN. Because of the symmetry, if Dk and DI 
belong to the same class then the three spectra 
will be the same for the two domains. For each 
of the three statistics, if e: is an eigenvalue in D I 
with eigenfunction it:, then Dk will have the same 
eigenvalue with eigenfunction Pit:, where P D I = Dk • 

The three partition functions for the full domain D 
are defined by 

'" 
Z* = (N!)-' E exp (-(3E~), (2.21) .-1 .. 
Zo, = E exp (-(3E~). (2.22) 

i-I 

Correspondingly, we can define the partition func­
tions for each domain, D I: 

'" 
Zr = (s,r' E exp (-(3e~*), (2.23) 

i-I 

'" 
Z: = E exp (-(3e:±). (2.24) 

i-1 

We can also define the combined sub domain (C8D) 
partition functions, designated by ,-...J, as: 

a '" 

Z* = E Z~ = (N!)-' E E exp (-(3e~*), (2.25) 
C i-I i-I 

Zo, = E Z~. (2.26) 
c 

Here Ec means sum on classes and Z c is the common 

value of the partition function of any domain in 
class C. 

Using the definition (2.25), Corollary 1 now reads 

Corollary Z. If conditions (81), (82), and (S3) hold, 
then 

(2.27) 

The analogous statement for Z± is not a corollary 
of Lemma 1, but is a separate lemma: 

Lemma 2. If conditions (81), (82), and (83), hold, 
then 

(2.28) 

The above lemmas refer to VBC. The natural 
question of what effect altering the boundary condi­
tions has can be answered provided we add one 
more condition-which will be referred to as the 
filling condition (F)-namely: 

(F). The full domain, D, is the union of the sub­
domains, D i • 

Using (F), the corresponding lemmas for NBC 
are contained in 

Lemma 3. Let the filling condition (F) be satisfied. 
Then, in Lemmas 1 and 2 and in Corollaries 1 and 2, 
if the boundary conditions be changed to NBC 
instead of VBC-all other conditions remaining 
unaltered-the conclusions remain true if all the 
inequalities be reversed. 

We shall refer to these altered lemmas and corol­
laries as Lemma l' and 2' and Corollary l' and 2', 
respectively. In particular (under appropriate con­
ditions), we have 

Corollary Z' . 

Lemma 2'. 

Z~ ~ Z~, 

Z~ ~ Z;. 
Finally, we need three more lemmas. 

(2.29) 

(2.30) 

Lemma 4. Let H be given as in (2.16), in a 
domain D, but with U = U, + U2 • Let m_ and m+ 
be two numbers such that 

(2.31) 

for all RED. Let E, be the ordered spectrum 
(for any boundary conditions) of H and let E~ be 
the corresponding spectrum with U = U,. Then 
for all i 

E~ + m_ ~ E, ~ m + m+. (2.32) 

Moreover, if conditions (82) and (83) hold, then 
the inequality (2.32) is true for any statistics and 
for any sub domain D" assuming that U1 and U~ 
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are separately invariant with respect to the sub­
group, Gi , of that subdomain. 

Lemma 5. [Precise statement of (2.14)]. Let (SI), 
(S2), and (S3) hold and, for any statistics, let Eu 
and E2i be the ordered spectra with VBC and NBC, 
respectively. Then, for all i, 

(2.33) 

Moreover, if D = QN, where Q is a cube, let E3i 

be the ordered spectrum with PBC. Then, for all i, 

(2.34) 

Lemma 6. Let (SI), (S2), and (S3) hold and let 
D~ C Di be two subdomains invariant under the 
same subgroup Gi • For any statistics, but for VBC, 
let e~ and ei be the ordered spectra III the two 
domains, respectively. Then, for all i, 

(2.35) 

Using these lemmas we can now prove the theorem. 
The basic strategy of the LP proof is to find upper 
and lower bounds on the free energy and then to 
show that, in the appropriate limit, they both agree 
with (2.6). The first step is to divide the cube Q 

into M smaller cubes (which completely fill Q), each 
of side s + t (s > 0, t > 0). The ith cube is designated 
by "'i, and its volume is (s + t)" == "', with Q = M "'. 
Concentric with, and interior to "'i one places the 
smaller cube "'~ of side s and volume ",' = s" so 
that the distance between any two of the smaller 
cubes is 2::2t. Just as Q is the union of all the "'i, 
we shall define Q' to be the union of all the ",~. 
Q' consists of M disconnected pieces. Corresponding 
to the domain D = QN, we define D' = (Q')N. 

We now introduce subdomains of D, each of 
which is characterized by having certain 8pecified 
particles in each of the M domains "'i' There are 
MN such sub domains, and plainly, for the problem 
at hand, conditions (SI), (S2), (S3), and (F) are 
satisfied. Likewise, for each sub domain Dk of D we 
can define the sub domain D~ of D' in which the 
same particles are restricted to "'~ instead of merely 
to "'i' Furthermore, according to the previous def­
inition, all subdomains which have the same number 
of particles in each of the "'i, and which, therefore, 
differ only in the identity of the particles, belong 
to the same equivalence class. Hence, the classes 
are specified by the nonnegative integers N 17 ••• ,N M 

(whose sum is N) and 

s(C) = S(NI' ... ,N M) = NIl NJ! ... N M!. (2.36) 

Moreover, the subgroup Gi , for 

Di E C = (N1 , •• , ,NM ), 

is the product of the symmetric groups SN. X 
SN. X ... X SNM' where SNI is the full symmetric 
group on the variables in the cube "'i' 

The total potential U is the sum over pairs of 
(2.1) and, for any subdomain Di or D~ it is convenient 
to write it as 

U = V' + V", (2.37) 

where V'is the sum of intra-cell interactions and 
V" is the sum of inter-cell interactions. Clearly both 
V' and V" are invariant under Gi • Were V" absent, 
we would have (for any statistics, and any boundary 
conditions) that Zi' the partition function of D., 
would be equal to II::I Z(Ni , "', ,,). Nevertheless, 
the effect of V" can be bounded using Lemma 4. 
The maximum value of V" in Di clearly depends 
only on the class C of D i and not on the particular 
value of i. It will be denoted by V +(C), and by 
V:(C) if we are concerned with the subdomain D~. 

We also require another division of the potential, 
U. For any subdomain Di we writeS 

U = Q' + W, (2.38) 

where Q' is the intra-cell contribution to U from 
q alone, the short range potential. The minimum 
value of W (which, again, depends only on the class 
of D i ) will be denoted by W _(C). 

Now, combining all the foregoing diverse lemmas 
and corollaries, we have the following bounds which 
apply for each of the three statistics: 

~ {j] Z~(Nj, "') exp [-~W -(C)]} 

2:: Z2(N, Q, ,,) 2:: Zl(N, Q, ,,) 

2:: ~ {j] ZI(Nj , ",I, ,,) exp [-~V~(C)]}, (2.39) 

where the superscript 0 refers, of course, to the base 
system. These three inequalities, which are trivial 
to derive classically, are in fact the starting point 
of the LP analysis, which consists almost entirely 
in estimating the comtributions from the exponential 
factors in (2.39). We may therefore follow their 
analysis, except that we must carefully distinguish 
between Zl and Z2, a distinction which has no 
classical counterpart. In this connection, it is im­
portant to recall condition (q3). It is also important 
to recall that Fisher7 has proved that the bulk limit 
exists for VBC and finite ", and for all statistics. 
Namely 

8 Our W is referred to in LP as Q + W. 
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lim AI(pO, 0, 'Y) = al(p, 'Y) (2.40) 
(1-", 

and that a l (p, 'Y) is a convex function of p. 
Using (2.40), together with the LP analysis and 

the inequalities (2.39), we have (for all statistics) 

C.E. {aO(p) + !a/} 

:::; lim inf lim inf 0-1 A2(pO, 0, 'Y) 
1'-0 1l_co 

:::; lim sup lim sup 0-1 AipO, 0, 'Y) 
')'-0 O_co 

:::; lim sup al(p, 'Y) :::; C.E. {aO(p) + !a/}. (2.41) 
'1-0 

This series of inequalities, (2.41), plainly prove 
part 1 of the theorem, Eq. (2.6). 

The second part of the theorem, Eq. (2.7), which 
refers to the pressure, is quite independent of the 
previous inequalities. As LP point out in section VI, 
part 2 follows merely from the observation that for 
nonzero 'Y the bulk limit of the free energy, a(p, 'Y), 
exists and is a convex function of p. For VBC we 
know this to be true by Fisher's theorem.7 For NBC, 
on the other hand, no such theorem exists and the 
inequalities in (2.41) shed no light on this question. 
Therefore, part 2, unlike part 1, must remain 
qualified as to boundary conditions. 

m. PROOF OF THE LEMMAS 

Of the six lemmas we wish to prove, only Lemma 3 
is really new. The others have been known for many 
years and it is difficult to say who first thought 
of them. We will mention, however, that Corollaries 
1 and 2 and Lemma 2, all of which refer to partition 
functions, are to be found in the aforementioned 
work of Fisher.7 The reason we wish to prove these 
again is to make it clear that they are really only 
a consequence of deeper theorems about individual 
energy levels. 

Our starting point is the variational expression 

from which quantum-mechanics Bows.9 The eigen­
values are defined by the minimum principle: 

EI = minE(w-), E2 = min E(w-), etc., (3.2) 
~ 11',11'.111', 

where w-..L W-l means that the admissible w-'s are 
restricted to those which are orthogonal to w-I = the 

8 A genuinely rigorous statement would contain smooth­
ness conditions on U as well as on the boundary of the 
domain. Such conditions are never mentioned in the physics 
literature, and we shall not attempt to· delineate them here. 

W- which gives (;1' The admissible w-'s also satisfy the 
appropriate boundary conditions. 

It is important to note, however, that the ad­
missible w-'s need only be continuous and piecewise 
differentiable. This point is sometimes a cause of 
confusion. The calculus of variations tells us that 
a minimizing w- satisfies the Schrodinger equation 
and, therefore, that its first derivative is continuous. 
The continuity of the first derivative is thus a 
condition derived from the variational principle, 
rather than a postulated condition. 

Since i = (-I)i does not appear explicitly in 
(3.1), all the eigenfunctions can be taken to be real, 
even for PBC. This is time-reversal invariance. We 
also have two, important, well-known theorems 
about the eigenvalues, E i , as follows: 

Maxi-Min Principle lo
: Let cpl ... cpn be any set 

of n admissible functions and let e(c/, .. , , cp") be 
the minimum of E(w-) such that w- is orthogonal to 
cpt, '" , cpn. Then e(cpt, ... , cpn) :::; e(w-t, .•. , w-") = 
E"+I, where the w-' are the true eigenfunctions. 

Rayleigh-Ritz Principle: Let c/, .,. , cpn be a 
set of n orthonormal admissible functions (called 
trial functions) and A be the n X n matrix whose 
(i, j) element is 

L [(Vcp')~ (Vcp;) + Ucp'*cp;]. 

Since A is obviously Hermitian, letel:::; e2:::; •.• :::; en 
be its real ordered eigenvalues. Then e, ~ E. for 
i = 1, '" ,n. 

The proof of Lemma 1 is now trivial. In each 
subdomain D; let w-~ be the normalized ith eigen­
function with VBC in D;. Let cpH be a set of trial 
functions defined in D as follows: cp;'(R) = w-~(R) 
if R is in D;, otherwise it is zero. The set cp;' are 
clearly admissible and orthonormal, hence Lemma 1 
is merely a consequence of the Rayleigh-Ritz 
principle. 

Lemma 2 follows from the same sort of argument 
plus elementary symmetry considerations. Instead 
of defining a set of trial functions for each subdomain, 
D;, we define a set of trial functions, cpc', for each 
class as follows: For each class, C, pick a definite 
member of that class, Dc. Let w-~ be the eigen­
functions with VBC in Dc as above. Then 

(3.3) 

10 R. Courant and D. Hilbert, Methods of Mathematical 
Physics (Interscience Publishers, Inc., New York, 1953), Vol. 
I, p. 132. 
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where the sum in (3.3) is over all permutations and 
where Ep = 1 for Bose statistics or Ep = ± 1 for 
Fermi statistics. For the latter it is understood that 
spins, as well as coordinates, are permuted in (3.3). 
Lemma 2 is thus proved. 

Likewise, Lemma 6 can be proved by defining 
trial functions in Di to be eigenfunctions in D~ with 
VBC if R is in D;, while if R is in Di - D~ they 
are defined to be zero. 

Turning to Lemma 5 we see that part of it, at 
least, namely Eli ~ Eai (or else Eu ~ E2i if D ~ ON) 
follows from the above ideas. It is only necessary 
to consider a domain D, which lies in D and whose 
boundary is a distance E from the boundary of D. 
Let Eli(E) be the appropriate spectrum with VBC 
in D,. As E ~ 0, E 1i (E) ~ Eli, but for any E~ 0 
the eigenfunctions in D, define, by the above trivial 
extension into D, a set of trial functions which are 
admissible for all of the three boundary conditions­
VBC, NBC, and PBC. 

The proof that Eai ~ E2i requires a new idea 
which is contained in the well-known statement of 
the calculus of variations: 

Free Boundary Conditions: In the variational prin­
ciple (3.1) and (3.2), let no boundary conditions 
at all be imposed on the admissible functions. Then 
the resulting eigenfunctions and eigenvalues will be 
the same as if we had imposed NBC. 

We shall refer to this theorem as FBC. In order to 
prove that Ea/ ~ E 2i, we denote by 'lFai and 1'21, 
respectively, the corresponding eigenfunctions, and 
observe that E a•i +1 = min E('lF) [such that 'IF..L 
('lFa1' ... , 'lFa;) and l' obeys PBC] ~ min E('lF) 
[such that l' ..L (1'211 ... ,1'21) and l' obeys PBC] ~ 
min E('lF) [such that l' ..L (1'21, ... , 1'21)] = E 2i . 

Lemma 4 is proved as follows: let 'lFi and 'lF~ be 
the eigenfunctions for U = U1 + U2 and U = UlI 

respectively, and let E('lF) and E'('lF) be the respec­
tive variational expressions (3.1). Then, for any 
boundary conditions and any statistics, E;+1 = 

minE('lF) [such that l' ..L (1'11 ... ,1';)] ~ minE'('lF) 
[such that l' ..L ('lF~, ... , 'liD] + m_ = E~ + m_. 
The other inequality, E; ::::; E~ + m+ follows 
mutatis mutandis. 

We corne now to the heart of the matter-Lemma 31 
It is a generalization of Lemmas 1 and 2 to the case 
of NBC provided the filling condition (F) is satisfied. 
We shall prove Lemma l' only, because as in the 
VBC case, Lemma 2' requires merely the addition 

of trivial symmetry considerations. For simplicity 
we shall suppose that there are only two subdomains, 
so that D = D1 + D2, and we shall let S denote 
the surface common to D1 and D 2 • 

We recall that e: (j = 1, 2) was defined to be the 
ith eigenvalue in the subdomain D;, with NBC on 
the boundary of that 8ubdomain, while 1': was the 
corresponding eigenfunction in the same subdomain. 
The set e was defined to be the ordered union of 
the two sets, e;. For each i we now define the func­
tion <Pi (in D) as follows: If ei come from the set ei

, 

so that e; = e! (for some k), then <Pi == <p! in Di 
and <Pi == 0 in D, for l ~ j. 

Another convenient definition is 

a1('lF) == 1 IV'lF12 + 1 U 1'l'12, 
D1 D1 (3.4) 

131 (1') == 1 I'l' 12 , 
D, 

with similar definitions for a2 and {32' From these 
we have: 

(3.5) 

which (if neither 131 nor 132 is zero) satisfies the simple 
inequality: 

. (a1 a2) E < (a1 a2
) 

mm 131' {32::::; - max 131' 132 . (3.6) 

Now consider the variational problem, (3.1) and 
(3.2), to be modified as follows: functions which are 
discontinuous across the surface S (which separates 
D1 and D2 ) are admissible. This modified problem 
has, in fact, a solution, and the reader can easily 
verify with the help of FBC and (3.6) that the 
eigenvalues are the ei, while the eigenfunctions are 
the <Pi' 

Lemma l' is a simple consequence of the foregoing 
observation, together with the maxi-min principle. 
Defining the symbol (min)m to mean minimization 
as modified above, we have: 

E i +1 = min E('l') [such that 'l' ..L (1'1' ... 'l';)] 

~ min E('lF) [such that 'l' ..L (<PI, ••• <Pi)] 

~ (min)m E('l') [such that 'l' ..L (<PI, '" <Pi)] 

= em· (3.7) 

IV. APPLICATION TO THE ONE-DIMENSIONAL 
MODEL 

With the theorem (2.6) proved, we can go on to 
present the analog of (1.26) for the quantum­
mechanical case. No attempt will be made to discuss 
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the physical properties or significance of this quan­
tum-mechanical model. 11 

It is a simple matter2 to calculate the energy 
levels for a hard-core gas in a one-dimensional "box" 
of length L. The bulk limiting free energy (2.3) is 
not only independent of boundary conditions, it is 
independent of statistics as well (except for a trivial 
spin entropy). Moreover, if VBC are used, the free 
energy (2.2) is rigorously independent of statistics 
even for a finite system, and we shall therefore 
discuss VBC. 

Each state is characterized by a set of distinct 
numbers k1' ... , kN, each of which is of the form 

k, = n,1I"[L - (N - l)ror 1
, (4.1) 

where n, is any nonzero positive integer. The total 
energy of the state is 

h~ N ~ 
E = 2m t; k,. (4.2) 

Unlike the classical system, the quantum system 
will have the zero-point energy or ground-state 
energy (any statistics): 

h2 N 

Eo = [L - (N - l)ror~ -2 En2 

m n-1 

1I"2h2 p2 
~ 6m (1 _ prO)2 N, (4.3) 

where ~ means passage to the bulk limit. This 
ground-state energy does not vanish even if ro ~ O. 

The partition function is given by 

11 These properties will be elucidated in a forthcoming 
paper by E. A. Burke, J. Lebowitz, and E. Lieb (to be 
published). 

Z(N, L) = ~ exp ( -fJB ~ n~), (4.4) 

where 
B = 1I"2(h2j2m)[L - (N - l)ror2

, (4.5) 

and E .. signifies a summation over the N integers 
such that 0 < n 1 < n2 < .,. < nN' Z(N, L) is the 
partition function for Boltzmann, Bose, or one-com­
ponent Fermi (i.e., fermions without spin) statistics. 
For conventional Fermi statistics, all that is neces­
sary is to multiply (4.4) by the spin degeneracy 
factor,2N

• 

The computation of (4.4) in the bulk limit is 
facilitated by the introduction 12 of a fictitious 
chemical potential, p.. 

[The quantity p. is merely an aid in evaluating 
(4.4), because this sum is that of a one-com­
ponent Fermi gas in a box of length L' = 
L[1 - pro]. p. is not the true chemical potential 
because L' is not fixed, but depends on N. 
The true chemical potential is, as always, 
aaO(p)/ap. It is a pleasure to thank J. Lebowitz 
for bringing this matter to my attention, as 
well as for many interesting conversations.] 

In the standard manner, one obtains 

aO(p) = kTp{fJp. - (1 ~ppro)e~~Ty 
X [' dy In [1 + z e-~']}, (4.6) 

where z = exp (fJp.) satisfies 

1 = (1 - pro)(2m~T)t 1'" dy z e-·· _ .' (4.7) 
1I"P hoi + z e • 
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Stationary Dust-Filled Cosmological Solution with 
A = 0 and without Closed Timelike Lines 

S. C. MAITRA 

Univeraity of Maryland, Department of Phyaica and Aatronomy, College Park, Maryland 
(Received 6 October 1965) 

An analytic and complete solution of Einstein's field equations without the A term is presented for a 
dust-filled universe (p = 0). The solution is stationary and inhomogeneous and does not contain any 
closed time-like lines. Also some of the properties of the solution are studied. 

INTRODUCTION 

THE purpose of this paper is to present an 
analytic and complete solution of Einstein's field 

equations for a dust-filled universe (p > 0, p = 0) 
without the cosmological A term. The solution is 
inhomogeneous and stationary, with cylindrical sym­
metry, so it will not be found appropriate in the dis­
cussions of observational cosmology; but its existence 
may give reason to hope that there may also exist 
nonstationary solutions, to avoid the singular epochs 
found in the Friedman solutions and other related 
cosmological models. The solution presented here 
has the further merit that it does not contain 
any closed timelike lines. All known solutions of 
Einstein's field equations for a dust-filled universe 
seem to suffer from some undesirable features. Con­
sider first the stationary solution. The spatially 
homogeneous solutions of Einstein, Godel,l Ozsvath 
and Schucking,2 and Ozsvath3 all require a non­
vanishing cosmological A term. The inhomogeneous 
solution of Lanczos4 and van Stockum6 (which has 
recently been rediscovered by Wright6

) although it 
does not require a cosmological term, nevertheless 
contains closed timelike lines as in Godel's universe. 
Further, as pointed out by Shepley,7 the solution 
has a singularity at a finite proper distance from 
the axis of symmetry where the matter density and 
scalar curvature become infinite. Ehlers8 has shown 
how one can construct all solutions with A = 0 
for distributions of matter in rigid rotation from 
static vacuum metrics, but the global properties 
regarding the presence of singularities and closed 
time-like lines have not been investigated. Of the 

1 K. GOdel, Rev. Mod. Phys. 21, 447 (1949). 
I I. Ozsvath and E. Schiicking, Nature 193, 1168 (1962). 
a I. Ozsvath, J. Math. Phys. 6, 591 (1965). 
4 C. Lanczos, Z. Physik, 21, 73 (1924). 
fi W. J. van Stockum, Proc. Roy. Soc. Edinburgh 57, 135 

(1937). 
& J. P. Wright, J. Math. Phys. 6, 103 (1965). 
7 L. Shepley, Proc. Natl. Acad. Sci. U. S. 52, 1403 (1964). 
8 J. Ehlers, Recent Developments in General Relativity 

(Pergamon Press, Inc., New York, 1962), p. 201. 

nonstationary solutions with vanishing cosmological 
constant, the singular epochs in the Friedman ho­
mogeneous and isotropic solutions are familiar, and 
Shepley7 has shown that a large class of closed, 
homogeneous nonisotropic solutions also involve sin­
gular epochs, while Hawking9 shows that all solutions 
which at some epoch differ from the open Friedman 
model in sufficiently small but otherwise arbitrary 
ways have, like the Friedman model itself, evolved 
from a singular beginning. We leave as a problem 
for further investigations to decide whether the 
present example is entirely exceptional, or whether 
it is an especially simple limiting case for some sig­
nificant class of nonsingular cosmologies. 

I. STATEMENT OF RESULTS 

The solution given in Eqs. (1.1)-(1.5) below has 
the following properties: 

1. It is cylindrically symmetric. 
2. It is stationary but the time-like Killing vector 

is not the velocity vector of matter. 
3. Defined with respect to velocity vector of 

matter, shear and rotation do not vanish but the 
expansion vanishes. Thus unlike the case of Lanczos­
van Stockum and Ehlers solutions the motion is 
nonrigid. 

4. It does not contain any closed timelike line. 
5. The space is complete. 
6. The solution is open in all spatial directions, 

i.e. it extends to infinite proper distance in all 
directions. 

7. Matter everywhere moves in circles about the 
axis of symmetry. 

8. The solution is spatially inhomogeneous and 
the density as well as the kinematic quantities 
rotation and shear tend to zero as one goes to 
arbitrarily large distances from the axis of symmetry. 

9 S. W. Hawking, (preprint). See also S. Hawking and 
G. F. R. Ellis Phys. Letters 17, 246 (1965). 

1025 
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Proof of the nonobvious statements will be given 
later. 

The line element 

-dil = (I,.. dx" ax" = -dt2 + e2i!(dr2 + dz2
) 

+ (r2 - mj dql + 2m dtp dt (1.1) 

is a solution of the Einstein field equations 

(1.2) 

with 

where v" is a unit time-like vector and constitutes 
a geodesic congruence and p is the matter density 
with following values for 'It and m: 

'It = -(1/4x2)(1 + x2
)' - 1] 

+ l - lIn Hel + x2)1 + 1] (104) 

m = laU(1 + x2
), - 1 - In H(I + x2

)' + Ill. (1.5) 

Here we have introduced a new variable x through 

r = la'x, 

where a is a constant. 
It is to be noted that by introducing the coor­

dinates X == (2/a)r, T = (2/a)t, ~ = (2/a)z, and 
rp = rp, we can write 

di = la2(dsO)2 t 

where (dSO)2 depends only on XT~rp and does not con­
tain a. Hence this constant can actually be reduced 
to a scale factor by a coordinate transformation 
and does not play any further role. 

The nonvanishing components of v" are 

v'P = -y/r(1 _ yjl 

where 

y = m' = dm/dr. 

The density is given by 

(1.6) 

(1.7) 

(1.8) 

Kp = (4/a2
) e-2i!. [x4(1 + x2)frl[(1 + x2)1 _ 1]2, 

(1.9) 

II. COMPUTED PROPERTIES 

A number of properties of the solution stated 
above follows from straightforward computations, 
the results of which will be given here. 

It can easily be shown from the expression (1.9) 
of density that the total amount of matter (cal­
culated per unit proper length along z direction) is 
finite whereas the total proper volume (per unit 
proper length in z direction) is infinite, so that the 

matter is distributed with zero average density or 
in infinite dilution. 

The vorticity vector corresponding to the above 
velocity is defined by 

w" = (1/2( -(l)i)rfJ'YVa(lJvfJ/ax"Y) (11.1) 

It has only a component in z direction, and the 
magnitude of angular velocity is given by 

The shear tensor 

rp". = levp:. + vv;p) - l«(I". + v"vv)v~p 
has only nonvanishing components rp" 
given by 

r'P _ 1- (..£)' e-2i! [(1 + x2
)1 - 1]2 

rp - a2 2y x 3(1 + x2)1 

rp" = -la In M(l + x2)1 + I]rpr'P, 

From this one gets 

(11.2) 

(II.3) 

and rp'P' 

(II.4) 

(11.5) 

1 -2i! [(1 + X2)t - 1]4 
rp2 = rpa{Jrpa{J = 2a2 e x4(1 + x2)' (II.6) 

From the above expression it follows that 

(II.7) 

It may be noted that, as r ~ 00, p vanishes more 
rapidly than rp2 and w2

• 

We give below the components of Riemann tensor 
computed in an orthonormal frame. We write 

di = _(WO)2 + (W1)2 + (W2)2 + (W3)2 = (lp,wPw·. 

where 

(I,.. = diag (+1, +1, +1, -1) (II.8) 

and 

(II.9) 
W

O = dt - m drp. 

We compute the curvature tensor using the 
methods described by Misner.1o Referred to the 
above orthonormal frame, it has the following in­
dependent non vanishing components: 

Rl212 = _e-2i! . 'It" , 

R1310 = (e- 2 i!/r)[(y/2r) + l'lt'y - lY')], 

R1313 = e-2i![!(y2/r2) + 1// /r], 

R -2i!1( 2/ 2) 
1010 = e 4" y r , 

R2320 = -e-21'(y/2r)'It', R 3030 = l(y2/r2) e-21'. 

10 C. W., Misner, J. Math. Phys. 4, 924 (1963). 

(II.I0) 



                                                                                                                                    

SOLUTION OF EINSTEIN FIELD EQUATIONS 1027 

It will be noted that, as r -7 co, all components 
go to zero as r- t . The proper radial distance r" out 
to a radius r goes as r e'fl dr = Krt for r -7 co, 

K being a constant. Hence we see that as r p -7 co, 

all components fall off like r;;2. This is significant 
in this frame since, with each y#, = ±I, one sees 
that every invariant polynomial in R#,afJ will also 
vanish as r -7 co. In other frames where y#, depends 
on r, the behavior of curvature invariants is not 
easily deduced from that of curvature components. 

Finally we compute the c-energy scalar as intro­
duced by Thornell for our system. At a point (trzq;) 
it is defined as 

1 ( A A'P) 
u = 8 1 + 4>P 11z12 ' (II.ll) 

where A.p is the space-time gradient of the area A 
of the invariant surface passing through the point 
and consisting of the points (t, r, z + ex, q; + (3) 
where 0 :::; ex :::; 1, 0 :::; {3 :::; 211', and 11.1 is the length 
of the standard "translation" Killing vector at that 
point. For our metric, we have 

U = l{I - e-2
'fl. q['I1' + (q'/2q)]2}, 

where we have introduced 
2 2 q = r - m (r -7 co, U -7 1). 

m. ANALYTICITY 

(II.12) 

(11.13) 

Using the metric components from Eq. (1.1) one 
computes 

(IILI) 

This metric is consequently singular at r = 0 where 
(-y)! = 0, but is analytic for r > 0 where each 
of the metric components r2 - m2

, m, and e2'fl is 
analytic and where (-y)! > O. We show then that 
this r = 0 singularity is spurious (removable) by 
interpreting trq;z as cylindrical coordinates; that is, 
we introduce new coordinates tXYZ by the trans­
formation 

t = t, Z = z, X = r cos q;, Y = r sin q;, (II 1.2) 

and discuss analyticity in the new coordinates. The 
Jacobian of the transformation is just r, so the 
metric remains analytic in the region r2 = X 2 + 
y2 > 0 and we need consider in detail only the 
neighborhood of r = O. To transform Eq. (1.1) to 
these "rectangular" coordinates, it is most con­
venient to write 

11 K. S. Thorne, Ph. D. Thesis Princeton University (1965). 
It should be noted that this definition is slightly different from 
and is superior to that given in K. S. Thorne, Phys. Rev. 138, 
B251 (1965). 

di = [-dt2 + dr2 + di + r2 dq;2] 

+ 2 dt(m dq;) - (m dq;)2 

+ (i'fl - I)(dr2 + di), (III.3) 

where the quantity in square bracket is, by a familiar 
computation, analytic (even fiat) in tXYZ coor­
dinates. We show now that the remaining terms 
contribute analytic functions to the metric com­
ponents, as is obvious for the term (e2'fl - I)dz2 

[which contributes (e2
'fl - 1) to Yzz] since e2

'fl is an 
analytic function of r2 = X2 + y2, and hence of 
X, Y. We next note that 

r dr = X dX + Y dY 

and 

r2 dq; = - Y dX + X dY 

are analytic differential forms, so the analyticity of 
the contributions from 

2 dt(m dip) = 2(m/r2) dt(r2 dq;) 

and (mdq;)2 = (m/r2)2(r2dq;)2 follows from that of 
m/r2 (which it is very easy to show from the expres­
sion for m). Similarly, from 

(e2
'fl _ 1) dr2 = [(e2'fl - I)/r2](r dr)2, 

one gets analytic contributions since (eur - I)/r2 

is an analytic function of X and Y for all X, Y. 
The determinant of the transformed metric is just 

_e4
'fl ~ 0 so that contravariant components are 

also everywhere analytic. The velocities in (XYZt) 
coordinates are given by 

VI = Y(y/r)/(I _ y2)!, 

V Y = X(y/r)/(I _ y2)t, (IlIA) 

V' = [1 - m(y/r)]/(I _ y2)t. 

Since (y/r) is an analytic function of X, Y, and 
x2 = (4/a2)(X2 + y2), and 

y = dm/dr = x/[(I + x 2
)! + I][x = (2/a)r] 

is less than unity for all finite x and hence all finite 
X, Y, we find from Eqs. 1.6 and 1.7 that vP remain 
analytic for all finite X, Y. 

Since dm/ dr < 1 we have m < r and hence 
r2 - m2 > 0 for all r, a fact which will be needed 
later. 

The preceding calculations are given in such 
meticulous detail because such computations do not 
appear in most texts, and the results [that m/r2 

and (e2
'fl - I)/r2 need to be analytic function of r2] 

are not obvious without computations. There is no 
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general method for asserting differentiability of a 
metric except to display it in a coordinate system 
where the components are differentiable and where 
(-g) I > O. 

IV. COMPLETENESS 

In this section we show that our space is complete, 
i.e. every geodesic has infinite length in both direc­
tions j for null geodesics we have to measure the 
length by means of an affine parameter. Because 
of the high symmetry involved, the problem is 
essentially easy, so that we have a large number of 
constants of motion. If we take, for the general 
equations, the Lagrangian 

(IV.I) 

where X is a parameter, which can be taken as path 
length 8 for non-null lines, we get the following 
constants of motion 

E = -PI = dt/dA - m(dcp/dA), 

l = P <p = (r2 - m2)(dcp/dX) + m(dt/dA), 

E = -(dt/dX)2 + e2~[(dr/dA)2 + (dz/dA)2] 

+ (r2 - m2)(dcp/dA)2 + 2m(dcp/dA)(dt/dA), (IV.2) 

where E, l, p. can be interpreted as energy, angular 
momentum, and momentum along z direction for a 
particle of unit mass. We have 

E = 0, ±l 

depending on whether the geodesic is null, spacelike, 
or timelike. 

We can rewrite the above relations as follows: 

dt/dA = E + (ml - m2E)/r2 

= [lm + E(r2 - m2)]/r2, 

dcp/dA = (l - mE)/r2, dz/dA = e-2~ ·P., 

(dr/dA)2 +e-2~[ _E2_ E + (l-Em)2/r2] +e-4~p!=0. 

The last equation can be rewritten as 

!(dr/dA)2 + V.ff(r) = 0 

with a suitable definition of V.ff(r). 

(IV.3) 

(IV.4) 

It is to be noted that we must have l = 0 for a 
particle passing through origin. 

Equation (IV.4) is particularly easy to understand, 
since it resembles the motion of a particle in a 
potential well. If we look at the behavior of 'It 
we see that for large r 

Hence, if p. ;= 0, V.ff(r) becomes positive for 
sufficiently large r. Hence motion along r coordinate 
will be bounded so that there will be a value of r 
corresponding to all values of X. Again, since motion 
of r is bounded, we find that 

dz/dX < A, 

where A is a constant depending on the particular 
geodesic. Hence in z direction the particle can 
also escape to infinity only at an infinite value of X 
so that (with respect to z coordinate) the geodesics 
can be continued for all values of X. Similar argu­
ments hold for other coordinates. It is to be noted 
that even for particles passing through the origin 
there is no singularity involved, since here l = 0 
and m/r2 is finite at the origin. 

Next we take up the case p. = O. In this case 
as r ~ ex> , V.ff(r) ......, -r" so that dr/dX ......, rl. 

This shows that infinite value of r is reached only 
when X ~ ex>. The other equations show that as X 
and hence r ~ ex), dt/dX and dcp/dX ~ 0 so that 
with respect to these coordinates X can also be con­
tinued to infinite value. Hence we see that in all 
cases the geodesics can be continued for all values 
of the path parameter. Hence the space is complete. 

V. ABSENCE OF CLOSED TIMELIKE LINES 

If the space contains closed timelike lines, then 
will be a periodic function of the parameter X 

describing the line. 
In such a case we must have maxima and minima 

of t as function of X so that there will be points 
where (dt/dX) will be zero. At such a point we will 
have 

_(ds/dA)2 = g"y(dx" /dA)(dx' /dX) 

= ea [(dr/dA)2 + (dz/dA)2] 

+ (r2 - m2)(dcp/dA)2 > 0 

as both ea and (r2 - m2) are positive for all values 
of r. Hence at such points the line is no longer 
timelike, and our space does not have closed time­
like lines. 

VI. CHARACTERIZATION OF THE METRIC 

In this section we shall try to characterize our 
solution by its Killing vectors. In the following, we 
do not distinguish between vectors XI' and their 
corresponding differential operators related by 

(VI. I) 

A basis for Killing vectors for our space are the 
following three vectors: 

T = a/at, z = a/az, (VI.2) 



                                                                                                                                    

SOLUTION OF EINSTEIN FIELD EQUATIONS 1029 

-ds2 = e2~(dr2 + di) + (r2 - m2) del Each of them satisfies Killing's equations 

~,,;, + ~,;,. = 0, (IV .3) + 2m dcp dt - dt2. (VI.7) 

which reduces to 

(a;a:!)g". = 0 (VI.4) 

if ~ is the vector a/ax fJ • If we now try to look at 
the problem from a more general point of view and 
try to investigate infinitely long cylindrical systems 
which are stationary, the above are the natural 
Killing vectors for such a system. Since the Killing 
vectors commute with each other, we can choose 
coordinate axes tcpz so that the Killing vectors point 
along them. In such a situation the metric com­
ponents will depend only on the fourth coordinate 
r. If we impose the following reflection symmetries 
which are appropriate to an infinitely long cylin­
drically symmetric system, which is rotating, we can, 
with one further restriction on gtl, arrive at our 
form of line element. 

We impose two reflection symmetries. The first 
is z ~ -z. The second is the simultaneous reflection 
t ~ - t and cp ~ - cpo The first one eliminates all 
cross terms in Z. Consider the term g .. and make 
the transformation z' = - z, other coordinates re­
maining same. This gives 

g .. , = -g ... 

But from the reflection symmetry 

gr.' = gr.' 

Hence gr. = O. Similarly using the other symmetry, 
all cross terms except the one in cp - t are eliminated. 
Hence our metric takes the form 

gu dt2 + grr dr2 + g .. di + g"fI dcp2 + 2g", dcp dt, 

(VI.5) 

where each of the components depends only on r. 
Now by a simple scale transformation for r, we can 
make grr = gu' This does not change any of the 
symmetries and hence leaves the above form un­
changed. Next we make the simplifying assumption 
that gil = -1. 

Hence, calling gr, = g .. = e2~, g'fl = m, we have 

-di = e2~(dr2 + di) + g'I"P dcp2 + 2m dcp dt - dt2. 

(VI.6) 

Now the field equations give 

Hence we get 

Even with this form of line element, there are 
two solutions of the field equations. If we use a 
co-moving frame we get van Stockum's solution 
which represent matter in rigid rotation. If we 
employ our form of energy-momentum tensor we 
get solutions for matter in nonrigid rotation in­
variantly distinguished from van Stochum's solution 
by the presence of shear. 

An invariant way of restating our special condition 
g" = -1 is to demand that the timelike Killing 
vector T has a constant magnitude. 

T·T = -1. (VI.8) 

A constant value of T· T implies that that congruence 
of curves to which the time-like Killing vector is 
tangent is a geodesic congruence. 

It may be remarked that, if we relax the condition 
that g t I be a constant, we will get a family of solu­
tions in general-two solutions for a given choice 
of the function UII(r). 

We sum up the contents of this section by giving 
below the conditions that uniquely lead to our form 
of the metric. 

1. There exist three commuting Killing vectors 
T, of?, Z. 

2. Our system has reflection symmetries appro­
priate to a rotating cylinder of infinite length-i.e., 
it is invariant under the following conditions: 
(t,r, cp,z) ~ (t,r, cp, -z), (t,r, cp,z) ~ (-t, r, - cp, z). 

3. gil = -1. 
4. The system is in nonrigid rotation, i.e., shear 

is present. 

VII. CO-MOVING COORDINATES AND 
COSMOLOGY 

One can transform the line element (1.1) to a 
form in which the velocity vector is V" = 6~ (co­
moving frame). In this system, the metric explicitly 
involves time and is no longer stationary. It has 
the following form in the co-moving system: 

-ds
2 = -dt

2 + {e2~ + ~:'I ! x2 y4} dr2 

+ e2~ di + (r2 _ m2) dcp2 

+ (1 ~ x2)1 (~r (r - my)r't dr dcp 

+ 2(r/ay)'(ry - m) dcp dt. (VII.I) 

Although the expansion vanishes, the nonvanish-
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ing shear would in this solution give rise to a Doppler 
shift in the frequency of light emitted by a particle 
and received by another. Put in another way, the 
nonstationary nature of the metric in the co-moving 
system would cause a spectral shift. However, in 
general, this Doppler shift would be strongly aniso­
tropic (unlike the actually observed, more or less 
isotropic, Hubble red-shift). We do not therefore 
propose the solution as a model of the observed 
universe, but as noted earlier we can hope to build 
a singularity-free dynamical model from this. This 
solution further emphasizes that one can construct 

JOURNAL OF MATHEMATICAL PHYSICS 

anti-Mach metrics without taking recourse to the 
A term or introducing unphysical situations. 
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The asymptotic behavior of solutions of a class of parameter-dependent second-order nonhomoge­
neous linear ordinary differential equations with a second-order turning point is investigated. It is 
shown that, under certain conditions, particular solutions can be represented asymptotically by 
expansions involving certain special functions. Properties of these special functions are studied. 

1. INTRODUCTION 

THE asymptotic behavior of solutions of second­
order linear ordinary differential equations of 

the form 

d2u/dt2 - [X2P(t) + XQ(t, X)]u = X2F(t, X), (1.1) 

where t belongs to some finite closed interval I of 
the real axis and X is a large complex parameter, 
has been studied by several authors. In the homo­
geneous case, the asymptotic nature of the solutions 
of (1.1) was investigated by G. D. Birkhoff1 when 
P(t) ~ 0, tEl. R. E. Langer suggested that, 
when P(t) vanishes at isolated points of I, solutions 
of (1.1) could be represented asymptotically by ex­
pansions involving solutions of differential equations 
which are easily solved and which possess the pre­
dominant features of the original equation. Each 
point at which P(t) vanishes is called a turning point. 
In particular, when P(t) has a single zero of order 
one at to E I (a simple first-order turning point), 
Langer2 has described solutions of (1.1) in terms 

1 G. D. Birkhoff, Trans. Am. Math. Soc. 9, 219 (1908). 
s R. E. Langer, Trans. Am. Math. Soc. 67, 461 (1949). 

of Bessel functions oj order ±! (or Airy functions) 
and R. W. McKelvey3 has used Whittaker functions 
(or parabolic cylinder functions) to study the case 
where P(t) has a single zero of order two on I 
(a simple second-order turning point). 

Recently, interest has arisen in the nonhomogene­
ous case. This interest is partially motivated by the 
occurrence of nonhomogeneous differential equations 
of the form (1.1) in the theory of thin elastic toroidal 
shells. For a summary of the applications to shell 
theory, see R. A. Clark.' For F(t, X) ¢ 0 and P(t) ~ 0 
on I, the theory is well known. R. A. Clark6 has 
described particular solutions (that remain bounded 
for Ixl 2:: 0 > 0 as X ~ co along straight lines in 
the X plane which pass through the origin) of the 
nonhomogeneous equation with a simple first-order 
turning point in terms of Lommel functions. In view 
of the simplicity of the expansions obtained, it 
seems advantageous to study nonhomogeneous turn-

8 R. W. McKelvey, Trans. Am. Math. Soc. 79, 103 (1955). 
4 R. A. Clark Asymptotic Solution8 of Differential ElLua­

tions, edited by C. H. Wilcox (John Wiley & Sons, Inc., New 
York, 1964), pp. 185-209. 

I R. A. Clark, Arc. Ratl. Mech. Anal. 12, 34 (1963). 
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ing shear would in this solution give rise to a Doppler 
shift in the frequency of light emitted by a particle 
and received by another. Put in another way, the 
nonstationary nature of the metric in the co-moving 
system would cause a spectral shift. However, in 
general, this Doppler shift would be strongly aniso­
tropic (unlike the actually observed, more or less 
isotropic, Hubble red-shift). We do not therefore 
propose the solution as a model of the observed 
universe, but as noted earlier we can hope to build 
a singularity-free dynamical model from this. This 
solution further emphasizes that one can construct 

JOURNAL OF MATHEMATICAL PHYSICS 

anti-Mach metrics without taking recourse to the 
A term or introducing unphysical situations. 
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The asymptotic behavior of solutions of a class of parameter-dependent second-order nonhomoge­
neous linear ordinary differential equations with a second-order turning point is investigated. It is 
shown that, under certain conditions, particular solutions can be represented asymptotically by 
expansions involving certain special functions. Properties of these special functions are studied. 

1. INTRODUCTION 

THE asymptotic behavior of solutions of second­
order linear ordinary differential equations of 

the form 

d2u/dt2 - [X2P(t) + XQ(t, X)]u = X2F(t, X), (1.1) 

where t belongs to some finite closed interval I of 
the real axis and X is a large complex parameter, 
has been studied by several authors. In the homo­
geneous case, the asymptotic nature of the solutions 
of (1.1) was investigated by G. D. Birkhoff1 when 
P(t) ~ 0, tEl. R. E. Langer suggested that, 
when P(t) vanishes at isolated points of I, solutions 
of (1.1) could be represented asymptotically by ex­
pansions involving solutions of differential equations 
which are easily solved and which possess the pre­
dominant features of the original equation. Each 
point at which P(t) vanishes is called a turning point. 
In particular, when P(t) has a single zero of order 
one at to E I (a simple first-order turning point), 
Langer2 has described solutions of (1.1) in terms 

1 G. D. Birkhoff, Trans. Am. Math. Soc. 9, 219 (1908). 
s R. E. Langer, Trans. Am. Math. Soc. 67, 461 (1949). 

of Bessel functions oj order ±! (or Airy functions) 
and R. W. McKelvey3 has used Whittaker functions 
(or parabolic cylinder functions) to study the case 
where P(t) has a single zero of order two on I 
(a simple second-order turning point). 

Recently, interest has arisen in the nonhomogene­
ous case. This interest is partially motivated by the 
occurrence of nonhomogeneous differential equations 
of the form (1.1) in the theory of thin elastic toroidal 
shells. For a summary of the applications to shell 
theory, see R. A. Clark.' For F(t, X) ¢ 0 and P(t) ~ 0 
on I, the theory is well known. R. A. Clark6 has 
described particular solutions (that remain bounded 
for Ixl 2:: 0 > 0 as X ~ co along straight lines in 
the X plane which pass through the origin) of the 
nonhomogeneous equation with a simple first-order 
turning point in terms of Lommel functions. In view 
of the simplicity of the expansions obtained, it 
seems advantageous to study nonhomogeneous turn-

8 R. W. McKelvey, Trans. Am. Math. Soc. 79, 103 (1955). 
4 R. A. Clark Asymptotic Solution8 of Differential ElLua­

tions, edited by C. H. Wilcox (John Wiley & Sons, Inc., New 
York, 1964), pp. 185-209. 

I R. A. Clark, Arc. Ratl. Mech. Anal. 12, 34 (1963). 
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ing-point problems by the direct approach of Clark, 
rather than considering a Green's function associated 
with the corresponding homogeneous equation. 

It will be shown here that, in the nonhomogeneous 
second-order turning-point case, certain solutions of 
(1.1) which remain bounded for Ixl :?: ~ > 0 as 
X ~ ex> along straight lines through the origin can 
be represented asymptotically by expansions of the 
form 

'" 
A L X -"[A,,(t)To,K(z) + X-! B,.(t)T1,k(z) 

where 

z = Xix, x(t) = sgn t 12 1: p!(s) dsl!, 

K, 1? are certain functions of X, and TO,K(Z), T1,k(Z) 
are certain solutions of 

n~K(Z) + [K - l]To,K(Z) = -1, 

T~~K(Z) + [l? - z2]T1 ,k(Z) = -z. 

Other research in this direction has been done 
by Sanders and Liepins,6 and by Jordan and Shelley. 7 

Sanders and Liepins give, in a special case of (1.1), 
the first term of such an expansion, while Jordan 
and Shelley construct a series which formally sat­
isfies the differential equations. For A real, it appears 
that the series given here is the same series given 
by the construction of Jordan and Shelley. However 
in this paper, the terms of this series are grouped 
in such a way that the order of the error, which 
arises when the actual solution is approximated by a 
truncation of this series, can be given. That is, the 
series constructed here are asymptotic expansions 
of certain solutions uniformly on any given closed 
finite interval which contains the turning point in 
its interior. 

2. ASSUMPTIONS 

For notational convenience, we will denote the 
statement "IILI sufficiently large" by IILI :?: IILol where 
p. may be either a variable or a parameter. When 
a multivalued function is encountered, its principal 
value is intended and primes or (superscripts) denote 
differentiation. 

It is assumed that pet) is real-valued, is of class 
C~(I), and has a second-order zero at some point to 

6 J. L. Sanders, Jr. and A. A. Liepins, AIAA, 1,2105 (1963). 
7 P. F. Jordan and P. E. Shelley, J. Math. Phys. 6, 118 

(1965). 

in the interior of I. We assume that, if necessary, 
a translation has been performed and a constant 
absorbed into X2 to bring pet) into the form pet) = 
t2 + O(t3

). 

Although we allow Q(t, A), F(t, A) to be complex­
valued, we require that they possess asymptotic 
expansions 

N 

Q(t, X) = L Qj(t)A- i + O(A-N-1), 
j-O 

N 

F(t, X) = L F;(t)A-; + O(X-N- 1) 
i-O 

for IAI :?: IAol, tEl, and N arbitrary. All the co­
efficients Qj(t), Fj(t) are assumed to be of class C~(I) 
and in general A is complex. 

3. A NORMALIZING TRANSFORMATION 
AND A NORMAL FORM 

It is convenient to transform the differential equa­
tion under consideration into a normal form. Under 
the transformation 

u(t) = a(t)y[x(t)], 

where 

aCt) 

Eq. (1.1) becomes 

d2y/dx2 
- [A2

X
2 + Ap(X) + q(x, A)]Y = X2f(x, A), 

(3.1) 

where the coefficients here are related to those in 
(1.1) by the expressions 

p[x(t)] = Qo(t)a4(t) , 

f[x(t), X] = F(t, X)a3 (t), 

q[x(t), X] = X[Q(t, X) - Qo(t)]a4(t) - a"(t)a3(t). (3.2) 

Note that aCt) and its reciprocal are bounded on I 
and that aCt) has as many continuous derivatives 
as pet). Moreover, observe that the interval I is 
mapped in a one-to-one fashion onto some closed 
finite interval [a, b] of the x axis which contains 
x = 0 in its interior. 

In view of the assumptions of Sec. 2 and the 
relations (3.2), it can be established that q(x, A) 
and f(x, X) possess asymptotic expansions 

N 

q(x, X) = L q;(x)X-; + O(X-N-l) , 
j-O 

N 

f(x, X) = L fj(x) X -; + O(X -N-l) 
;-0 
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for IXI ~ IAol, x E [a, b], where N is arbitrary and 
all p(x), q;(x), flex) are of class C~[a, b]. We now 
restrict our analysis to Eq. (3.1) 

4. A FORMAL SOLUTION 

We will now construct an expansion which formally 
satisfies (3.1), the differential equation in normal 
form. In general, the series will not converge. How­
ever, in a later section it will be shown that there 
exists a solution of (3.1) for which the formal series 
solution furnishes an asymptotic expansion. 

With the following definitions, 
Q) 

M(y) == d2y/dz2 + [K(A) - Z2]y, K(X) = E k;A-I, 
;-0 .. 

if(y) == d2y/dl + [.1(A) -l]y, .1(X) = E kiA-I, 
1-0 

where z = Xix and k;, k;, j = 0, 1, 2, ... , are 
constants (independent of A) which will be specified 
later, observe that 

d2y/dx2 
- A2X2y = XM(y) - AK(A)y 

= Ail(y) - xJ(A)y. 
(4.1) 

Denoting particular solutions (which will be specified 
later) of 

M(y) = -1, if(y) = -z, (4.2) 

by TO,K(Z), T1,K(Z), respectively, we can formulate 
the following theorem, 

Theorem 1: There exists a formal series solution 
of Equation (3.1) of the form 

Q) 

y(x, A) = A E A-"[a .. (x)To,K(Z) + A-lb,,(x)T1,K(Z) 
,,-0 

+ X-1c .. (x)n,K(z) + X-1 d,,(x)T~,K(Z) + X-1e,,(x)], (4,3) 

where the coefficient functions a .. (x) , b,,(x), •.. ,e,,(x), 
n = 0, 1, 2, ,., are all of class C~[a, b]. 

Proof. We wish to show that all the functions 
a,,(x) , .,. , e .. (x), can be calculated and are of class 
C~[a, b]. Substituting (4.3) into (3.1), using (4.1), 
(4.2), and rearranging terms, we have 

X2 t X -,,{- [a" + xb" + 2C~-1 + d"-l + 2x d~-l 
.. -0 

+ x2
e" - e~~2 + p(x)e"_l + E e;q"-i-2(x)] 

;-0 

+ [a~~l - t a;k,,_; - p(x)a .. - E a;q"-i-l(x) 
;-0 ;-0 

+ 2x d .. + 2X2 d~ - 2 E d~k.._i-l]X-lT1'K 
;-0 

+ [2a~ + C~~l - t cA-; 
;-0 

- p(x)c .. - E C;q"-1-1(X)]X -4T~,K 
;-0 

+ [2b~ + d~~l - ta d;k .. _; - p(x) d .. 

% d;q"-i-l(x) }-lTLK} = X2 ta X-"f/(x), (4.4) 

where we agree that all terms with negative sub­
scripts are defined to be zero. Note the similarity 
between the coefficients of TO,K and X -iT1,K and 
between those of X -lT~,K and X -lTLK (i.e. inter­
change a .. , c .. , k; with b", d", k/ for all n, j). Equation 
(4.4) will become an identity provided the following 
relationships are satisfied for n = 0, 1, 2, ... 

2(X2C~ + xc,,) - [P(x) + ko]a .. = h1, .. (x), (4.5) 

2a~ - [P(x) + ko]c .. = h2,,,(x), (4.6) 

2(x2 d~ + x d,,) - [P(x) + ko]b" = hl, .. (X), (4,7) 

2b~ - [P(x) + ko] d .. = h2, .. (x), (4.8) 

x
2
e .. = - [f,,(X) + a" + xb .. + 2C~_1 + d"-l + 2x d~-l 

(4,9) 

where 
.. -1 

h1, .. (X) = E {2c~k"_;-1 
;-0 

.. -1 

h1,,,(x) = E {2 d~k"_i-l 
/-0 

.. -1 

h2, .. (X) = E [q"-i-l(x) + k,,_jJcj - C~~1' 
j-O 
,,-1 

h2 , .. (X) = E [q,,-i-l(x) + k .. -;J d; - d~~1' 
j-O 

From these equations, we calculate the coefficient 
functions a,,(x), b,,(x), "', e,,(x), n = 0, 1, 2, .... 
Recalling that all quantities with negative sub­
scripts are defined to be zero, we have h1 ,o(x) == 
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h2 •0(x) == O. We now solve the system of differential 
equations (4.5) and (4.6) with n = 0 and obtain 

ao(x) = ao(O) cosh Q(x), co(x) = ao(O)[sinh Q(x)]/x, 

where 

Q(x) = l [ (l/s)[P(s) + ko] as. 

Clearly, it is necessary to set ko = -p(O) to ensure 
the existence of the above integral. From (4.9) we 
have 

x'eo(x) = -Uo(x) + ao(x) + xbo(x)], 

and consequently, in order that eo(x) be bounded 
on [a, b], we must select ao(O) = -10(0) and bo(O) = 
-f~(O). Similarly, on solving (4.7) and (4.8) with 
n = 0, we find it also necessary to set ko = -p(O). 
Finally, replacing ko by -p(O) in the definition 
of Q(x), we have 

<lo(x) = -fo(O) coshQ(x), co(x) = -fo(O)[sinhQ(x)J/x, 

bo(x) = -f~(O) cosh Q(x) , do(x) = -fMO)[sinhQ(x)]/x, 

-eo{x) = - {fo(x) - Uo(O) + xf~(O)] cosh Q(x) }Ix'. 

Since p(x) and 1o(x) are of class cm[a, b], so are the 
coefficient functions ao(x), bo(x), .•• , eoex). 

We can proceed in a recursive fashion using (4.9) 
to determine a .. (O), b .. (O), and e,,(x) and solving the 
systems (4.5), (4.6) and (4.7), (4.8) to obtain 
a,,(x), b .. (x), en(x), and d .. (x). In the process of solving 
these systems of differential equations, it will be 
necessary to specify the constants k;, ki' j = 
1, 2, 3, ... , in a unique manner which will be 
outlined below. 

Solving the system (4.5), (4.6) we obtain 

a .. (x) = m [ [hl ... (s)/s] sinh [Q(x) - Q(s)] ds 

+ m [ h2 ... (S) cosh [Q(x) - Q(s)] as 

+ a .. (O) cosh Q(x) , 

e .. (x) = (lx) [ (h1 ... (s)/s] cosh [Q(x) - Q(s)] ds 

+ (lx) [ h2."(S) sinh [Q(x) - Q(s)J ds 

+ a,.(O)[sinh Q(x)]/x. 

In order to guarantee the existence of the above 
integrals, for each n we must make hl ... (x) vanish 
to at least first order at x = O. If loCO) ¢ 0, and 
hence ao(x) ¢ 0, we select k .. so that hl,,.(O) = 0 

for each n. Since hI ... is linear in k", this choice is 
always possible and, furthermore, the differenti­
ability requirements on all the functions p(x), qi(X), 
fi(X) imply that hl,,,(x) vanishes to at least first 
order. If 10(0) = 0, and consequently ao(O) = 0, 
then ao(x) == eo(x) == hl,l(X) == O. If, in addition, 
p(x), q(x, A), f(x, A) are such that al(O) ¢ 0, we 
select k i such that hl.l+i(O) = 0, j = 1, 2, .... 
In general, if p(x), q(x, A), f(x, A) are such that 
ao(O) = al(O) = ... = am.-l(O) = 0, a .. ,(O) ¢ 0, 
we select k j such that hl ..... +i(O) = 0, j = 1, 2, ... 
and observe that an_leX) == en_leX) == hl.,.(x) == 0 
for n = 1, ... , mI' 

Similarly, we solve the system (4.7), (4.8) and 
obtain 

b .. (x) = (!) [(hl.,,(s)/sJ sinh [Q(x) - Q(s)] as 

+ m [ "".,,(s) cosh [Q(x) - Q(s)] as 

+ b,,(O) cosh Q(x) , 

d,.(x) = (!x) [ [hl.,,(s)/s] cosh [Q(x) - Q(s)] as 

+ (!x) [ h2 ... (S) sinh [Q(x) - Q(s}] as 

+ b .. (O)[sinh Q(x)]/x. 

If p(x), q(x, A), f(x, A) are such that bo(O) = bl(O) = 
••• = b ... s-l(O) = 0, b ... (O) ¢ 0, we observe that 
b"_l(X) == dn-l(X) == hl.,,(x) == 0, n = 1, ... , m2, 
and consequently select k; such that 11,1 ..... +1(0) = 0, 
j = 1, 2, ... . It can be shown by induction that 
all of the coefficient functions are of class Cm[a, b]. 

5. PROPERTms OF SOLUTIONS OF 
Tri~K+ [K-Z2]To•K= -lAND 
Ti~K + [K - z2]Tl ,K = - z 

Solutions of the associated homogeneous differen­
tial equation M(y) = 0 can be expressed in terms 
of parabolic cylinder functions (see Ref. 8, pp. 91, 92). 
The parabolic cylinder function of order II, D.(z), 
is that solution of 

D~'(z) + (II + j - il) D,(z) = 0 (5.1) 

which satisfies the initial conditions 

D.(O) = r(j)2i ' /r[!(1 - II)], 

D~(O) = r(-!)2!(,-1l/r(-!II). 
(5.2) 

8 W. Magnus and F. Oberhettinger, Formulas ana Theorems 
for the Special Functions of Mathematical PhysiC8 (Chelsea 
Publishing Company, New York, 19(9). 
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For Izl 2:: IZol, Izl » lvi, it has the asymptotic rep­
resentation 

D.(z) rv exp (-ll) ,z'[l + O(Z-2)] 

for -i7l"<argz<i7l" 

r-.J exp (-ll) ,z'[1 + O(Z-2)] 

(271")t .O', (1 2) -.-1[1 + O( -2)] - -- e exp -z ·z z r(-v) 4. 

for 171" < arg z < h 

rv exp (-Ii) ,z'[1 + O(Z-2)] 

(271")t -.r' (1 2) -.-1[1 + O( -2)] - -- e exp -z ·z z r(-v) 4. 

for --h < arg z < -171". (5.3) 

Furthermore, the functions D.( -z), D_._l(iz), 
D_v-l( -iz) are also solutions of (5.1) and if (3 is a 
non-negative integer, Dp(z) ~ 0 as z ~ <Xl with 
larg zl < h or larg z - 71"1 < 171". 

Until now it has only been required that TO.K(z), 
Tl,i:(z) be solutions of M(y) = -1, ](fey) = -z, 
respectively. Since the particular solutions of (3.1) 
which are convenient in the applications are those 
which, outside of a neighborhood of the turning 
point, remain bounded as A ~ <Xl along straight 
lines through A = 0, we select the particular solu­
tions of M(y) = -1, ](fey) = -z, accordingly. 
Consequently, since z = A lx, it is desirable to choose 
T-functions which remain bounded as z ~ <Xl along 
straight lines through the origin in the complex 
z-plane. 

We will now show that there are solutions TO,K(Z), 
Tl,i:(z) of M(y) = -1, ](fey) = -z, respectively, 
having the following properties. With 

1 (1 + t)iK(1 - t)-lK 2 

let, z, K) = 2 (1 _ t2)i exp (-!z t) 

and 0 fixed such that 0 < 0 < .6 « 1, we have 

TO.K(z) = [ let, z, K) dt 

for Izl < 00, ReK::; 1 - ~ < 1 (5Aa) 

= 1'" l(t e'U, z, K) e'U dt + C(K) D.(2Iz) 

-for Izi > 0, larg zl ::; h - .6, IKI < 00 (5Ab) 

= 1'" l(t e'U, z, K) e'U dt + C(K) D.( -2iz) 

for Izl > 0, /arg z - 71"/ ::; 171" - .1, /KI < 00, (5Ac) 

where 

" = !(K - 1), 

C(K) = - ;;~~~) lim :z 1'" l(t e'U, z, K) e'U dt, 

the limit being taken as z ~ 0 with /arg zl ::; 171" - .1. 
Also, with 

z (1 + t)1i:(1 - t)-li: 2 

J(t, z, {() = 2 (1 _ t2)1 exp (-!z t) 

and 0 as above, we have 

Tl.i:(z) = [ J(t, z, J() dt 

for Iz/ < 00, Re J( ::; 3 - ~ (5.5a) 

= 1"" J(t e'U, z, J() e'U dt + 6(l?) D p(2iz) 

for Izl > 0, /arg zl ::; h - .6, IKI < 00 (5.5b) 

= 1'" JCt e'U, z, J() e,g dt - 6(l?) D~(-2iz) 

for Iz/ > 0, larg z - 71"1 ::; 171" - .6, IK/ < 00, (5.5c) 

where 

p = !(J( - 1), 

6(K) = - D~(O) lim 1'" J(t e'U, z, l?) e'U dt, 

the limit being taken as z ~ 0 with /arg z/ ::; h - .1. 
Except for those values of K, J( which lie in 

arbitrarily small neighborhoods of the eigenvalues 
corresponding to solutions of M (y) = 0 which 
approach 0 as z ~ ± co for real z, they have asymp­
totic expansions 

N 

TO.K(z) = L A .. (K)z-2("+1) + O(Z-2(N+2», 
.. -0 

N 

Tl,x(z) = L B .. (K)z-(2"+l) + O(Z-(2N+3», 
.. -0 

where 

Ao(K) = 1, 

A .. (K) = KA .. -l(K) + 2(n - 1)(2n - I)A .. - 2(K) 

for n 2::), 

Bo(J() = 1, 

B .. (l?) = ((B .. -l(ft) - 2(n - 1)(2n - 3)B .. - 2(ft) 

for n 2:: 1, 
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largzl ~ b- - a, largz -11"1 ~ b- - a, 
Izl 2::: Izol, 0 < ..1«1, 

N arbitrary. For all finite K, it, Zj TO,K(Z), T I.1t(z) 
have power series representations 

... .. 
TO,K(Z) = L: C,,(K)z2", TI .1t(z) = L: D"Ck);fI+l, 

"-a .. -0 

where 

CoCK) = TO.K(O), Do(K) = TL1t(O), 

CI(K) ::; -[KCo(K) + 1]/2, 

C .. (K) = [C .. - 2(K) - KC .. _1(K)]/[2n(2n - 1)] 

for n 2::: 2, 

Dl(G:) = -[ltDo(1() + IJ/6, 
D .. (G:) = [D .. - 2(1i) - ltD .. - 1(1t)]/[2n(2n + 1)] 

for n 2::: 2. 

By substituting directly and integrating by parts, 
it is seen that the representations (5.4a-c) satisfy 
M (y) = -1 in the indicated regions of the z-plane. 
With the given value of C(K), (5.4b, c) satisfy the 
same initial conditions (in the limit) at z = 0 and, 
consequently, represent the same solution. This solu­
tion approaches zero as z -+ ± 00, z real. However, 
so does the function (5.4a) and since there are no 
solutions of the associated homogeneous equation 
with that property (except for those corresponding 
to a discrete set of eigenvalues), (5.4a-c) all rep­
resent the same solution in the appropriate regions 
of the z-plane. The representations (5.5a-c) follow 
analogously. 

On the other hand, the functions defined by 

T~.K(Z) == -TO.-K(n), Tl~1t(Z) == iT1.-1tCiz) 

are also solutions of M(y) = -1, M(y) = -z, 
respectively. Their properties follow immediately 
from those of TO.K(z) and T1.1t(z). Recalling that 
z = Xix, note that TO.K(z), X -iT1 .1t(z), X -iT~.K(Z), 
}. -lTL1t(z) are uniformly bounded in the sectors de­
fined by larg zl ~ t'll" and larg z - '11"1 ~ I'll" provided 
ReK ~ 1 - 8. Also, the functions T~.K(Z), X -iT~.K(Z), 
X -In.~(z), A -1 Tt.1t(z) are uniformly bounded in the 
sectors defined by 

larg z - !'II"I ~ b- and \arg z + !'II"\ ~ b­
provided Re K 2::: -1 + 8. 

Values of To.o(z), TI.O(z) (i.e., K = It = 0) and 
their first derivatives have been tabulated in Refs. 
·6 and 7 for real positive z. In the latter, the rela-

tionship between these functions and Lommel func­
tions is discussed while in the former, a contour 
integral representation for T1.O(z) is given in the 
form of an inverse Mellin transform. 

6. ASYMPTOTIC BEHAVIOR OF THE FORMAL 
SOLUTION 

In this section, the asymptotic nature of the 
formal series solution will be discussed. Consider 
finite truncations of the formal expansion denoted by 

N 

'ON(X, X) = A L: X-"[a,,(x)TO.KAz) + X-ib .. (x)TI.KN(Z) 
.. -0 

+ X -tc .. (X)T~.KN(Z) + A-I d,,(x)TLxAz) + A -le .. (x)] 
(6.1) 

and 'O:'(x, A), where '0:' is formed from 'ON by replacing 
the T functions with the corresponding T* functions. 
Here KN, itN are given by 

N-m l 

KN = L: kiA-I, 
;-0 

assuming quantities with negative subscripts to be 
identically zero, and all the quantities a,,(x), '" , 
e .. (x), ki' k; satisfy the recursion relations of Sec. 4. 
The numbers mI, m2 are such that 

ao(O) = al(O) = ... = a"',_l(O) = 0, a .. ,(O) ~ 0 

and 

boCO) = b1(0) = ... = b",.-l(O) = 0, b ... (O) ~ O. 

Finally, for 0 < p « 1, let R = ViEJ NU, p) 
where J is the set of odd positive integers and 
NU, p) is a p-neighborhood of j. Then: 

Theorem 2: If IAI 2::: Ixol, - (sgn Re X)p(O) EI: R 
and (a) if larg xl ~ !'II" - 2':'\, then there exists a 
solution y(x, X) of 

Ly == d2y/dx2 
- [X2X2 + Ap(X) + q(x, A}]Y 

= A2f(x, A) 

such that for arbitrary N, 

(6.2) 

y(x, A) = 'ON(X, A) + O(A -N) (6.3) 

uniformly in x for x E [a, b]. (b) If larg A - '11"1 ~ 
!'II" - 2':'\, then there exists a solution y*(x, A) of (6.2) 
such that for arbitrary N, 

y*(x, A) = 'O~(x, A) + O(A-N) 

uniformly in x for x E [a, b]. 

Theorem 3: If IAI 2::: 11\01, conclusion (a) of Theorem 
2 is valid with .:.\ = 0 provided Re p(O) 2::: +8 
and (b) is valid with.:.\ = 0 provided Re p(O) ~ - 8. 
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Remarks: The above results show that, using the 
appropriate special functions, the formal solution is 
an asymptotic expansion of some solution of the 
nonhomogeneous differential equation (6.2) in the 
following sense. If we terminate our calculations 
after computing the first N terms (i.e., after com­
puting a", b", ... , en, n = 1, ... ,N and the k j , fe/s 
needed in the process), the error encountered is of 
the same order in A as the first term omitted [i.e. 
O(A -N)]. 

If p(x), qj(x) or fj(x) for some j is not of class 
Cera, b], but possesses only a finite number of con­
tinuous derivatives, the above theorems are true for 
N ::::; N* for some suitable N*. 

Note that in Theorem 3 we can use the simple 
integral representations (5.4a), (5.5a) for TO.K(z), 
T1,K(Z) as well as the corresponding ones for the 
T* functions. 

Proof of Theorem 2. R. W. McKelvey3 has shown 
that, by use of transformations, it is possible to 
construct a "related" differential equation with ex­
plicitly known solutions which approximates the 
homogeneous differential equation associated with 
(6.2) to terms of order A -N for arbitrary N. From 
McKelvey's work it follows that functions 

Y,,(x, A) = JJ.o(x, A) V,,(x, A) + JJ.l(X, A) V~(x, A)/A, 

n = 0, 1,2,3, (6.4) 

can be constructed which are solutions of 

d2 Y/dx2 
- [A2

X
2 + Ap(X) + T(x, A)]Y = 0 

such that the Wronskians (with respect to x) satisfy 

W,.(Y", Y j) = W,.(V .. , Vj). 

Here 

V,,(x, A) = D.(2ie- Ci)"r'A'x), 

II = 2(-I)"k - t, k = -p(0)/4 + k*/A. (6.5) 

k* is a constant and JJ.o(x, A), JJ.l(X, A), T(x, A) are 
well defined functions which are uniformly bounded 
in x and A for IAI ~ lAo/, x E [a, b]. 

Using the initial values (5.2) of the parabolic 
cylinder function, we see that 

Air( -t) 
W,.(Yo, Y2) = - 2r[2(1 _ k)] , 

. Air( -t) 
W,.(Y1, Y2) = '£ 2r[2(1 + k)] 

First, assume larg AI ::::; 111' - 2.!l. Then, TO,K(Z), 
A-tT1,K(Z), A -iT~,K(z), A -lTLK(Z) and all the co­
efficient functions a,., b", ... , e .. , n = 0, 1, 2, 

are bounded. Consequently, applying the operator L 
defined by (6.2) to YN(X, A) leads to a result which 
may be written 

LYN(X, A) = A2f(x, A) - A-N+10lN(X, A), 

where OlN(X, A) is bounded independent of x and 
A for IAI ~ Aol, x E [a, b]. Defining y(x, A) by 

y(x, A) = YN(X, A) + w(x, A), (6.6) 

where w(x, A) satisfies 

(6.7) 

we conclude that y(x, A) is a solution of the original 
differential equation Ly = A2f(x, A). Therefore, in 
view of (6.6), we need to show that there exists a 
solution w(x, A) of (6.7) which is of a suitable order 
in A for IAI ~ IAol, x E[a, b]. 

Let us rewrite (6.7) in a form which allows a 
Green's function approach: 

L*w == d2w/dx2 
- [A2

X
2 + Ap(X) + T(x, A)]W 

= A -N+10lN(X, A) + [q(x, A) - T(x, A)]W. 

With the construction of a Green's function G(x, s; A) 
associated with the operator L*, we write 

w(x, A) = A -N+i{3N(x, A) + A-' 

X { A'G(X, s; A)[q(S, A) - T(s, A)]W(S, A) ds, 
(6.8) 

where 

(3N(X, A) = { A'G(X, s; A)OlN(S, A) ds. 

Any solution of (6.8) is a solution of (6.7). 
To obtain a suitable extimate on the magnitude 

of w(x, A), G(x, s; A) must be chosen to be uniformly 
bounded for x E [a, b], IAI ~ IAol. One such function 
will be uniquely specified by the condition 

lim G(x, s; A) = O. (6.9) 
l:el-co 

For larg AI ::::; t1l' - 2.!l, an appropriate Green's 
function satisfying (6.9) is given by 

{

YO(X' A) Y2 (s, A) 

G(x, s; A) = W,.(Yo, Y2) , 

Yo(s, A) Y2(x, A) 
W,.(Yo, Y2) , 

s ::::; x, 

x::::; s. 

Observing (6.4), (6.5), and using the asymptotic rep­
resentation (5.3) for the parabolic cylinder function, 
we have 

I Yo(x, A)eA'Z'Z/2(Aix)i-2ksIlZ'1 < M, 
(6.10) 
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for some constant M, and sufficiently large IXix/. 
Since the parabolic cylinder function is entire, it is 
.sufficient to consider the estimate (6.10) to determine 
.an upper bound on iG(x, s; X)I. By splitting the 
,exponential term that arises into two parts [one being 
used to absorb factors of the form (X/S)2k which 
could be arbitrarily large], one can eventually obtain 

iXlG(X, s; X)] :::; M1(p, ~) exp [ -E(~) ·lx!·!x2 
- S2]], 

where M 1 (p, ~) is independent of x, X and Re X > 
4E(~) lx/ for some E(~) > O. Consequently, 

t IXiG(x, s; X)! ds < (b - a)M1(p, ~). (6.11) 

It is a known result from integral equation theory 
that if r > 0, lu(x, X)I :::; Mll f: IK(x, s; X)I ds < Ml 
where r, M 1 are constants and x E [a, bJ, IXI 2: IXol, 
then there exists a unique solution w(x, X) of the 
Fredholm integral equation 

w(x, X) = X -flg(X, X) + X -r t K(x, 8; A)W(S, X) ds 

and a constant M such that 

jw(x, X)] ~ M jxr". 
Since q, T and aN are bounded, we can apply this 
result to (6.8) and conclude that there exists a 
unique solution w(x, X) = O(X-N+i) of (6.8). Con­
sequently, there exists a solution of (6.2) such that 

Vex, A) = YN(X, A) + O(A-N
+i). 

Since 

we have 

vex, A) = YN-I(X, X) + O(X -(N-l) 

and since N is arbitrary, 

Vex, A) = YN(X, X) + O(} .. -N) 

uniformly in x for IXI 2: 17\01, x E [a, b]. 
If larg X - 11'1 ~ !'II' - 2~, the same analysis 

leads to the desired conclusion provided Y 1, Y 3 are 
used in place of Yo, Y z. 

Proof of Theorem 3. The proof differs from that 
of Theorem 2 in only one place. To obtain the 

estimate (6.11) we cannot use part of the exponential 
term that arises to absorb the factors of the form 
(X/S)2k which occur (since here Re X is allowed to 
be 0). However, for /arg Xl :::; !11', estimate (6.11) 
can be obtained from (6.10) provided Re k 2: 0, 
o < 0 « 1. Since k is arbitrarily close to - lp(O) 
for /XI 2: /Xol, (6.11) follows provided Re p(O) 2: 
+ o. If larg X - '11'1 :::; !'II', (6.11) follows provided Re 
p(O) :::; - o. 

Actually, it is possible to prove Theorem 2 [and 
the special case p(x) == 0 of Theorem 3J without 
using the results of McKelvey by constructing a 
Green's function (which is immediately expressible 
in terms of parabolic cylinder functions) for the 
operator 

L**w == d2w/dx2 
- (X 2

X
2 + Xp(O)]w. 

The special case, p(x) == q(x, X) == 0, has been 
considered by Sanders and Liepins.6 In the notation 
of this paper, they have shown that a solution of 

d2y/dx2 
- A2X2y = X2fo(X) + OCA) 

can be represented asymptotically as 

Vex, A) = -Afo(O)To.o(z) - Xif~(O)Tl.o(z) 

- [Io(x) - 10(0) - xf~(O)]/x2 + 0(1) 

(6.12) 

(6.13) 

for x E [a, bJ and X sufficiently large and positive. 
On the other hand, for this special case it can be 
shown by an inductive argument that all a,.(x), b .. (x) 
are constant and all c .. (x), d,,(x), k", fen are identically 
zero in our expansion. Consequently, Theorem 3 
not only yields (6.13), but asserts that this result 
remains valid for larg Xl ~ !'II' and can be extended, 
by use of other special functions, to the case 
/arg X - 11'1 :::; !11'. Moreover, if we knew the dif­
ferential equation (6.12) more precisely, it would 
be possible to calculate additional terms in the 
expansion. 
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Averages like those encountered in the theory of the Debye-Waller factor are evaluated in one 
sentence. 

WHEN calculating absorption, emission, orscat­
tering cross sections for crystalline matter in 

the harmonic approximation one needs the thermal 
equilibrium average of exponentials of operators 
linear in the atomic displacements and/or momenta: 

H = L wi(a;a, + !), {3 = l/kBT, [ai' a;J = ~ij. 
(1) 

(cyclical permutation within trace) 

(harmonic approximation) 

(6) 

This can be evaluated in a variety of ways,l some 
difficult, some direct, but all annoyingly cumber­
some considering the simplicity of the final form. 
Here is a derivation as simple as the result: 

As in most approaches, begin by using the well­
known formula 1 

from which identity it follows at once (by iteration 
or induction on n) that 

([A, B] a c-number) 

to reduce (1) to 

(2) glc,.d,.) Le,d'(1+,-P.,+ ... +,-oPoll ( -("+Il~"1 d) 
~ = e g c; e I ;, 

(7) 

and hence, taking the limit n --+ 0) (each W; is 
(3) positive), 

but instead of proceeding with the clumsy direct 
evaluation of g(c;d;) = eLe'd' (l-,-P"Il-' g(O, d;), 

which, since it follows trivially from (4) that 

g(O, d;) = (eLdi.it) = 1, 

(8) 

g(c;d;) = (eLia, eLdiai\ 

note that (2) also entitles one to conclude 

which is consistent with (3) only if 

(4) 

(5) completes the derivation: 

(eLe'.'+d,.,t) = e-iLe'd'g(c;d;) 

1 See, for instance, A. A. Maradudin, E. W. Montroll, and 
G. H. Weiss, Solid State Phys. Suppl. 3, 239 (1963). 

1038 

(9) 

(10) 
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Derivation of the Generalized Boltzmann Equation in 
Quantum Statistical Mechanics* 

TOHRU MORITA t 
Department of Physics, The Catholic University of America, Washington, D. C. 

(Received 23 August 1965) 

The hierarchy of the equations of motion for the reduced density matrices in quantum statistical 
mechanics is solved and the (cumulant) reduced density matrices at a time t are expressed in terms of 
those at an earlier time to. Diagrams are introduced to express the results. With the aid of the tech­
nique of partial summations, the general term in the kinetic equation for the one-particle reduced 
density matrix or the generalized Boltzmann equation in quantum statistical mechanics is obtained. 
The equation is non-Markovian. A method of reducing the equation to Markovian is sketched. 

I. INTRODUCTION 

T HE average value of one-particle quantity is 
calculated when we know the one-particle phase­

space distribution function for a classical gas, which 
is classical in regard to the mechanics as well as 
to the statistics. The motion of the distribution 
function is described by the Boltzmann equation 
or its generalization. For a gas which obeys quantum 
mechanics, the one-particle reduced density matrix 
or the Wigner function plays the role of the dis­
tribution function. Recently Fujitai gave the general 
term in the generalized Boltzmann equation, which 
describes the motion of the Wigner function, for 
a gas which is governed by quantum mechanics but 
obeys classical statistics. In the derivation, the 
diagrammatical techniques which were developed 
by Prigogine and his collaborators2 for their discus­
sionsof inhomogeneous classical gas, have been used. 

For a quantum statistical gas which is quantum 
with respect to the mechanics as well as to the 
statistics, Fujita3 applied the same arguments 
but could not reach the general result and alterna­
tively gave the general term in the equation of 
motion for a one-particle two-time correlation func­
tion. It is the purpose of this paper to give the 
general term in the equation of motion for the 
one-particle reduced density matrix for the quantum 
statistical gas. This is done by integrating the 
hierarchy of the equations of motion for the reduced 
density matrices and expressing the result with the 
aid of the diagrams and reducing the result by 
taking partial summations. 

* This work was supported by the U. S. Air Force Office of 
Scientific Research, Grant No. AF-AFOSR-445-63. 

t On leave of absence from Shizuoka University, Shizuoka, 
Japan. 

! S. Fujita, J. Math. Phys. 6, 1004 (1965). 
11. Prigogine and R. Balescu, Physica 25, 281, 302 (1959). 

1. Prigogine, Non-Equilibrium Statistical Mechanics 
(Interscience Publishers, Inc., New York, 1962). 

a S. Fujita, (preprint). 

Our result reduces to the one by Fujita! when 
we neglect the diagrams which contain the effect 
of the exchange of particles. 

Konstantinov and Perel' and separately Resibois' 
have investigated the linear response of many 
fermion systems to an external field, where they 
obtained the general term in the kinetic equation 
for the one-particle reduced density matrix in the 
linear approximation. In the linear approximation, 
our generalized Boltzmann equation must be the 
same as Resibois',4 but, because of the entirely 
different ways of introducing the diagrams, we have 
not been able to find the correspondence in the 
results. In both methods, eight diagrams are drawn 
in order to get the second-order terms in the kinetic 
equation, though the structures of the diagrams are 
entirely different. 

The hierarchy of equations of motion for the re­
duced density matrices are set up in Sec. II and 
solved formally in Sec. III. The reduced density 
matrices at time t are expressed in terms of those 
at time to. The results are expressed in terms of 
the diagrams. In Sec. IV, the cumulant reduced 
density matrices are introduced, and the reduced 
density matrices and the cumulant reduced density 
matrices at t are expressed in terms of the cumulant 
reduced density matrices at to. In Sec. V, the 
partial summations are taken and the (cumulant) 
reduced density matrices at t are expressed in terms 
of the one-particle reduced density matrices at 
earlier times and the cumulant reduced density 
matrices at the initial time to. The result is used 
to obtain the kinetic equation for the one-particle 
reduced density matrix. A farther reduction of dia-

4 P. Resibois, Phys. Rev. 138, B281 (1965). O. V. 
Konstantinov and V.!. Perel', Zh. Eksperim. i Teor. Fiz. 39, 
197 (1960) [English trans!.: Soviet Phys.-JETP 12, 142 
(1961)]. See references in these articles for other related 
papers on this problem. 

1039 
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grams is done in Sec. VI. The equation obtained 
is nonMarkovian. A method of reducing the re­
sultant equation to the Markovian form is suggested 
in Sec. VII. 

Following a suggestion by Fujita,1 the plane-wave 
representation is not used and the representation 
which diagonalizes the one-particle time-independent 
part of the Hamiltonian is used; because then the 
result becomes applicable also, for instance, to a 
gas of charged particles under strong magnetic field. 
Since the case where the plane-wave representation 
is proper has, however, been of the primary im­
portance, comments are given in footnotes for this 
special case. 

n. EQUATIONS OF MOTION FOR THE 
REDUCED DENSITY MATRICES 

Weare interested in the change in time of the 
one-particle reduced density matrix given bys 

(1) 

where 

(A), == tr Ap(t). (3) 

pet) is the normalized density matrix of the system 
at time t and satisfies the equation of motion: 

(a/at)p(t) = -(i/h)[H, pet)], (4) 

where H is the Hamiltonian of the system. Taking 
a time derivative of Eq. (3) and using Eq. (4), 
one gets the equation of motion for (A), as follows: 

(a/at)(ak~ak~ .,. at.al • ... al,). 

.E.. (A) = t {A ap(t)} 
at • r at (5) 

1-= -;;:tr {A[H, pet)]) 

It is noted that this is valid even when H is time­
dependent. 

The Hamiltonian of the system is assumed to bee 

H = Ek e(k)atak + Ek EI q,(l; k)atal 

+ ! Ek, Ek. EI, EI. V(lll2; k1k2)at,at.al.al" (6) 

where the labels k, l, ... represent one-particle 
states which are eigenstates of the one-particle time­
independent part of the Hamiltonian and e(k), 
e(l), ... are the corresponding eigenvalues. The 
second term represents the effect of the external 
field which may depend on time, and the third 
represents the interaction of two particles. 

The equation of motion for the one-particle re­
duced density matrix is obtained by substituting 
ak~al, for A, and the expression given by Eq. (6) 
for H in Eq. (5). As the result, one gets 

(a/at) (a't,a,,). = -(i/h)[e(ll) - e(k1)](a:,al,), 

- (i/h) E,,· q,(l{; ll)(at,a".). 

+ (i/h) Lk,' q,(k1 ; kD(at, .a,,). 

- (i/h) Lk. E,,· EI.' v(l'~; llk2)(at,a:.a, •. a".), 

+ (i/h) EI. Ek,' Ek.· V(klk2; k'k~)(at, .ar.·al. a,,),. 

(7) 

This contains a two-particle reduced density matrix. 
The equation of motion for the n-particle reduced 
density matrix is generally given by 

-(i/h)([a't,at • . ,. at.al. '" ai" H]), 

-(i/h)(at,at • ... aUal • ... ai" H]), - (i/h)([at,ar • ... at., H]a,. '" a,,), 

-(i/h) E:.l [Eel,) - e(k,)](a't,a't • ... at-al • ... a,,). 

- (i/h) E:.l EI.' (at,at • ... at-al • ... al.· ... al,),q,(l~; l,) 

+ (i/h) E:.l Ek.' q,(k,; kD(a:,at, .. , ar.· ... at.al. '" al.). 

I The one-particle reduced density matrix (ak * al) in the plane wave representation is related with the Wigner function 
p .. (k, r), which is the quantum analogue of the one-particle phase-space distribution function, by 

p .. (k, r) = EI (a:+1/2ak-1I2) exp {-il.r}. (2) 
I If the Hamiltonian is given by 

as usual, Eq. (6) is written as 

H = Ek e(k)a:ak + Ek Ell q,(q)a:+llak + ! Ek. Ek. Ell v(q)at+llat-lIak.ak,. (6') 
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+ (ilk) L L L v(k,k;; k~kD(a~, ... a~, • . ,. a~I' ... a~.al • ... az,), 
l~i<i~n k,' ki' 

.. 
- (ilk) L L L L (at, .,. at.at.+>al.+,·al • ... a,., .,. az,),v(m~+l; l,k,.+I) 

i-1 k"+l I,' '''+1 I 

.. 
+ (ilk) L L L L v(k,l .. +l; k~k~+I)(at, ... at,· ... at.at.+, .al.+,al • ... al,)" (8) 

i-l '.+1 k,' k"+1' 

The first sum on the right-hand side represents free 
motions of particles. The second and third sums 
represent the effect of the external field. The fourth 
and fifth sums represent the interaction among the 
n particles of which motion are investigated. The 
last two sums represent their interaction with 
another particle in the system. 

m. FORMAL SOLUTIONS IN TERMS OF THE 
INITIAL REDUCED DENSITY MATRICES 

By taking the terms representing the effect of 
the external field and the interactions of particles 
as the inhomogeneous part, these eq~ations are 
integrated formally as 

(at,al')' = (a:,al,),. exp {-i[E(lI) - E(kl)](t - to)lh} 

- ~ 1: dtl exp {-i[E(ll) - E(kl)](t - tl)lh} 

X [LI.' (a:.al"),.<I>(lf; ll) - Lk .. <I>(kl ; kO(at,.al.),. 

+ Lk. LI .. LI.' (a:,a:.al.,a, •. ),.v(lfl~; llk2) 

- LI. L •. · Lk.' v(k l l2 ; kfk~)(at"a: •. az.ala)'.]' (9) 

and, 

(a:.a: • ... at.al. '" al,), 

= (a:.a: • . ,. a:.a, • ... ala)" 

X exp {-i i; [E(l,) - E(k,)](t - to)lh} 

- ~ l' dtl exp {-i t [E(l,) - E(k,)](t - tl)lh} 
ill '. .-1 

X [The expression which is obtained from 
the right-hand side of Eq. (8) by remov-
ing the first sum and replacing t by tiJ. (10) 

These are expressed diagrammatically as in Fig. 1. 
Substituting the (diagrammatical) expression for 

a more-particle reduced density matrix for that of a 
fewer-particle one, successively, one gets the expres­
sion for the reduced density matrix at time t in terms 
of those at to. Fig. 2 gives the diagrammatical ex­
pression for (ak~a,.)" In general (in terms of the 

~ ........ '.'. 
t .....• '@JJ .... ,. 

'. 
111111. .. .. 1,1, 

+ ... +.~+ ..• .. 

FIG. 1. Diagrammatical expressions for Eqs. (9) and (10). 

diagrams where time increases as one goes up from 
below), 

(ak~ak~ ... ak~a, • ... ala), is equal to the sum of all 
the diagrams which are composed of a (transposed) 
D-type figure and a number, equal to or larger 
than n, of upward lines and the same number 
of downward lines, horizontal short bars attached 
to an upward or downward line, and horizontal 
dotted lines, connecting two upward or two down­
ward lines. All the upward lines are drawn right 
to the downward lines. They are connected to 
the D-type figure at to from above. The outermost 
n parts of downward and upward lines end at t, 
where they are labeled as k1, k2, •• , , k,., and 
ln, '" , and ll, respectively, from left. The other 
pairs of upward and downward lines must end 
earlier than the outer pairs and later than the 
inner pairs or to. At the end time, two lines in 
each of those pairs are connected with each other. 
Just before the end time, one line of the pair must 
be connected to another line by a dotted line. (11) 

The rule to recover the original integral from the 
corresponding diagram is as follows:7 

7 For the system with the Hamiltonian (6'), rule 2 is re­
written as: 2'. To jth end point of a pair of upward and 
downward lines a wave vector Pi is associated. To ith of 
short bars and dotted lines, a wave vector q, is associated. A 
wave vector is associated to each interval of upward and 
downward lines between two successive interactions (con­
nections to a short bar or a dotted line) in such a way that the 
total momentum is conserved at each vertex of lines. In doing 
this, it may be convenient to draw an arrow on the dotted 
lines; e.g., from left to right. 
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+ t r rrJ + t t'0J + .. , 

t.® 1.e7 
FIG. 2. Diagrammatical expression for Eq. (11) for n = 1. 

1. To ith dotted line or a short bar, a time t, is 
associated. 

2. To jth interval of upward or downward lines 
between two connections with a short bar or a dotted 
line, one-particle state Pi is associated. 

3a. The factor for a short bar attached to an 
upward or downward line, outgoing with state P 
and incoming with p', is 

=r:(i/h)cJ>(P'; p). 

3b. The factor for a dotted line connecting two 
upward or downward lines, outgoing with states p, 
and Pi and incoming with states p~ and p~, is 

=r:(i/h)v(P~p~; PiP;). 

The sign is negative or positive according as the line 
is upward or downward. 

4. The factor for an upward or downward line 
with state P between t1 and t2 , where t1 > t2 , is 

exp [=r:ie(p)(t1 - t2)/h]. 

The sign is negative or positive according as the line 
is upward or downward. 

5a. The factor for the (transposed) D-type figure 
from which n pairs of upward and downward lines 
with states k1' k2' ... , kn, ln, ... , II from left start 
at time t is 

6. The summations over all states which are intro­
duced in the rule 2 must be taken. 

7. The integrals over all times which are intro­
duced in the rule 1 must be taken as far as the 
topology of the diagram is not changed. 

IV. SOLUTION IN TERMS OF INITIAL 
CUMULANT REDUCED DENSITY MATRICES 

In the preceding section the reduced density ma­
trices at time t have been solved in terms of those 
at time to. In this section, the corresponding relation 
for the cumulant reduced density matrices is 
established. 

The cumulant reduced density matrices are intro­
duced by the Ursell expansion from the reduced 
density matrices. The two-particle cumulant reduced 
density matrix is defined by 

{at,at,al.al,), = (at,al,),(at.al.), 

+ E(at,al.),(at,al.)' + (at,at.al.al,)~, (12) 

where e is unity for Bose system and minus unity 
for Fermi system. Diagrammatically this is written 
as Fig. 3. Generally, the n-particle cumulant reduced 
density matrices are introduced, in terms of the 
diagram, as follows: 

(ak~ak~ ... ak~al • ... al.), = the sum of all the 
diagrams where n pairs of downward and upward 
lines, labeled as k1' k2' ... , kn, ln, ... , and Il' 
are connected to D-type figures at time t, in such 
a way that each of the D-type figures is connected 
to the same number of downward and upward 
lines. The D-type figures connecting four or more 
lines are hatched. (13) 

Now rule 5 is supplemented by rule 5b: 

5b. The factor for a hatched diagram is the 
cumulant reduced density matrix. For a fermion 
system the sign of each term is positive or negative 
according as the number of permutations of lines, 
necessary to shift the D-type figures horizontally 
such that the upward or downward lines do not 
cross the D-type figures, is even or odd. 

The n-particle cumulant reduced density matrix 
represents the correlation between n particles. 

Substituting Eq. (13) into Eq. (11), one gets 
<ak~ak~ ... ak~al • ... al.), = the sum of all the 
diagrams which are obtained from those inEq. 
(11) by removing the D-type figure at to and 
inserting one or more D-type figures in such a 
way that each D-type figure is connected with 
the same numbers of downward and upward lines. 
All the downward and upward lines must be con­
nected to one of the D-type figures at to. The 
D-type figures connected to four or more lines 
are hatched. (14) 

Taking account of Eq. (13) again, one gets 

<ak~ak~ ... ak~al • ... al'>~ = the sum of all the 
connected diagrams in the sum of Eq. (14). (15) 

V. REDUCTION OF DIAGRAMS AND THE 
GENERALIZED BOLTZMANN EQUATION 

We introduce the CIs-pair of lines" for the purpose 
of the following reduction of the diagrams as follows: 

[ 
". I. 11;111] [Ie._ I. lei II] Ie. k.I,I, 

='OO+~tOO +t~ 

FIG. 3. Diagrammatical expression for Eq. (12). Note added 
inproof. The diagrams as drawn here should be corrected as 
follows: The D-type figures on the extreme right of both lines 
should be hatched. 
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An 8-pair of lines is a pair of downward and upward 
lines such that, if one cuts those lines referred to 
the same time, the diagram is divided into two 
separate parts. In the diagrams for (atal)', the final 
part of the pair of downward and upward lines, 
that is, the part of lines which take one-particle 
states k and l between the final time t and the time 
when one of the lines is connected with a short bar 
or a dotted line, will not be called the 8-pair of lines 
for the convenience of the following reductions. 

The diagrams in Eq. (14) or (15) are grouped by 
the basic diagrams which are obtained by replacing 
the past part-a part which is chronologically 
earlier-by a D-type figure at each 8-pair of lines. 
All the diagrams in Eq. (14) or (15) are reproduced 
if one substitutes from one of the basic diagrams 
by replacing each of the D-type figures by one of 
the diagrams in the sum of Eq. (14) for n = 1 
and for the corresponding time. Hence we have 

(ak~ak~ '" ak~al • ... al'>' = the sum of all the 
diagrams which are obtained from those in Eq. 
(14) which have only such 8-pairs of lines of which 
past parts are free from short bars and dotted 
lines, by replacing the past parts by D-type 
figures. (16) 

(ak~ak~ '" ak~al • ... al'>~ = the sum of all the 
connected diagrams in the sum of Eq. (16). (17) 

A discussion has been given by Fujital
•
3 that one 

may neglect the terms which contain the cumulant 
reduced density matrices at the initial time to in 
the right-hand side of Eq. (16) or (17), when t - to 
is sufficiently large compared with the collision time 
to characteristic to the system. If one neglects the 
contributions in which the cumulant reduced density 
matrices appear, Eq. (16) for n = 1 represents a 
closed integral equation for the one-particle reduced 
density matrix.s 

If one takes a differentiation of Eq. (16) for n = 1 
with respect to time, one gets an integro-differential 
equation. This is the same as 

the equation which is obtained by substituting 
Eq. (16) for n = 2 into Eq. (7). (18) 

The same equation is obtained by substituting Eq. 
(12) with Eq. (17) for n = 2 into Eq. (7); that is, 

8 As is seen below, Eq. (16) for n = 1 is the integral equa­
tion for the one-particle reduced density matrix, which is 
equivalent to the generalized Boltzmann equation. This 
equation has been obtained by adopting the above definition 
of the s-pair lines, where the final pair of downward and 
upward lines in the diagrams for (ak *a I)' has been excluded. If 
this were not excluded, Eq. (16) for n = 1 would be an 
identity, (ak*al)' = (ak*al)', and the integral equation 
would be obtained by integrating the generalized Boltzmann 
equation (19). 

the equation which is obtained by substituting 
Eq. (17) for n = 2 into Eq. (20), (19) 

where Eq. (20) is 

a i at (at,al,), = --,;, [E(ll) - E(kl)](at,al,), 

- ~ LI,' 4>(l~; ll)(at,al,.), 

+ ~ Lk,' 4>(k1 ; kD(at,.al,)' 

- ~ Lk. LI,. LI •. v(lm; llk2)[(at,al,·),(at,al.·)' 

+ E(at,al •. ),(at.az,·), + (at,at.al.·al,');] 

+ ~ Ll. Lk,. Lk •. V(kll2; k~k~)[(at,.al,),(a:..al.)' 

+ E(at"al,),(at •. al,), + (at"at,al.al,)~]. (20) 

If one neglects the terms containing the cumulant 
reduced density matrices at to on the right-hand 
side, Eq. (18) or (19) reduces to a closed integra­
differential equation for the one-particle reduced 
density matrix. This equation is the kinetic equation 
for the one-particle reduced density matrix or the 
generalized Boltzmann equation for a quantum statis­
tical mechanical system. This is nonlinear but also 
non-Markovian. 

The generalized Boltzmann equation up to the 
first order in perturbation is obtained by neglecting 
the two-particle cumulant reduced density matrices 
at time t on the right-hand side of Eq. (20). 

VI. A FURTHER REDUCTION AND THE EQUATION 
IN THE SECOND-ORDER PERTURBATION 

There are 24 diagrams which contribute to the 
second-order perturbation in Eq. (18) or (19). Six 
of them are given in Fig. 4. It is noted that the 

;1 n---i't 
0-0 

(-I 

1+1 

(+1 1+1 

(-I (-I 

FIG_ 4. Six of the diagrams which contribute to the second 
order in perturbation in Eq. (18) or (19). The sign (+) or (-} 
under the diagram shows whether the diagram is reduced 
from the standard form by an even or odd number of per­
mutations of upward or downward lines. 
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FIG. 5. Insertion 
of a reducible 
D-tWe figure. The 
labelings in paren­
thesis are intro­
duced for the con­
venience of com­
paring with Eq. 
(21). 

diagrams in the second and third column contain 
a D-type figure such that the pair of lines connected 
to it are not connected with a dotted line before 
one of them ends and are considered to be con­
structed from the far left diagram on each row by 
the replacement illustrated in Fig. 5. Let us call 
such a D-type figure "reducible." It is easy to show 
that, in the sum in Eq. (16) or (17), if we have 
a diagram which contains no reducible D-type figure 
and a pair of lines, both of which do not end im­
mediately after being connected by a dotted line, 
then we have two diagrams which are obtained from 
the diagram by introducing a reducible D-type figure 
to one of these lines. Hence we can omit the diagrams 
which contain the reducible D-type figures, byadopt­
ing the following rule 3b' instead of rule 3b: 

3b'. The factor for a dotted line, at time t', con­
necting two upward or downward lines, outgoing 
with states Pi and Pi and incoming with states P~ 
and P;, is 

-~ L"." L"I" v(p~p~; p~'p?)[o"'''''' O"I"PI 

+ E(a:."a".),. 0PI"PI + E(a:l"apl ),' oP."",] 

'or 

(21) 

+ E(a:;.ap ;")" 0PI'PI" + E(a:l,a"I")" oP"p.,,]· 

when both of lines do not end immediately after the 
dotted line; otherwise rule 3b is used. 

Then we have 

<ak~k~a ... ak~al • ... al')~ = the sum of all the 
connected diagrams which are obtained from those 
in Eq. (14) which have only s-pairs of lines such 
that the past parts are free from short bars and 
dotted lines and at least one of two lines is con­
nected to another line by dotted lines before one 
of them ends, by replacing the past parts by the 
D-type figures. The factor for the dotted line is 
given by rule 3b'. (22) 

The equation of motion for the one-particle reduced 
density matrix is now given by 

the equation obtained by substituting Eq. 
(22) for n = 2 into Eq. (20). (23) 

All the diagrams which contribute to the second 
order are given in Fig. 6. For instance, the sum of 
contributions from the first two diagrams to the 
terms which contain the cumulant reduced density 
matrices in Eq. (20) is given by 

(~r Lk, LI,. LI.' v(lfl~; llk2) 

X 1: dt' exp {-i[E(lD+E(l~)-E(kl)-E(k2)](t-t')/h} 

XLI,'" LI,·" [v(lf" W'; lfl~) + Ev(l{"W'; lfl~)] 

+ E(aT,,,al •. ,,),. o!'''I,,,,](at,al,,,),,(at,al,,,),·. (24) 

If we use as V(lll2; k1k2) the symmetrized one, the 
two diagrams in each of this and the following pairs 
contribute the same value. 

For a uniform system for which the Hamiltonian 
is given by 

H = Lk E(k)a~ak 

+ j Lk, Lk, Lq v(q)at+qat-qak,ak" (25) 

Eq. (24) is read as 

~r L1 Lq v(q) 1: dt' 

X exp {-i[E(k+q)+E(I-q)-E(k)-E(I)](t-t')/h} 

X [v(q) + EV(k + q - 1)] 

X [1 + Ef(k + q, t') + 4(1 - q, t')]f(k, t')f(l, t'), 
(26) 

~, I, ~, I, ~, I, 

~' @l gg' I .. ~u~1'I -- --
il \1:1 

1+1 I-I 1+1 I-I 

'~ ~JU tZ1 't'n_1' I.) "0 .1). 0 0'tj7 

1+1 (-I 1+) (-I 

FIG. 6. All the diagrams which contribute to the second 
order in perturbation in Eq. (23). The meaning of the signs 
under the diagrams is the same as in Fig. 4. The labelings in 
the first pair of the diagrams are used to get the corresponding 
~licit expression given by Eq. (24). The labelings in the 
third pair of the diagrams are used to get the corresponding 
expliCIt expression for a uniform system of Eq. (28). 
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where x I{t';(a*a),,,, t"<t';(a* ... a*a ... a);.l. (29) 

(27) Solving for (ak~aZ,)'" one gets 
Assuming that f(k, t) is slowly varying and replacing 
f(k', t') on the right-hand side of Eq. (26) and the 
corresponding expressions for the other diagrams by 
f(k', t)-or more precisely making use of Eq. (30), 
in Sec. VII, which makes the equation Markovian, 
for the f(k', t') and neglecting the higher-order terms 
in the perturbation-Eq. (20), up to the second order 
in perturbation, is written as follows: 

a 27r" " at f(k, t) = h L"l L"q v(q) [v(q) + Ev(k + q - l)J 

X o[E(k + q) + E(l - q) - E(k) - E(l)] 

X {[I + Ef(k, t) + e/(l, t)]f(k + q, t)f(l - q, t) 

- [1 + Ef(k + q, t) + Ef(l - q, t)]f(k, t)f(l, t) I, (28) 

which is identical,.to )he well-known Uhling-Uhlen­
beck equation for the uniform dilute quantum gas. 
It is easily seen that the first-order terms cancel 
each other. 

VII. CONCLUDING REMARKS 

The generalized Boltzmann equation, Eq. (23) 
[(19) or (18)], which we have obtained in this paper 
is non-Markovian. The method of converting a non­
Markovian equation to a Markovian one has already 
been prepared by the present author9 when he dis­
cussed the perturbation formula for degenerate prob­
lems of many fermion systems. The same method 
is applicable to our equation. The result is not given 
here because we need modified diagrams, but the 
basic idea is sketched as follows. Our integral equa­
tion (16) for n = 1 may be written as 

(at,az.), = (at,az'),. exp (-i[e(ll) - E(k1)](t - to)/lil 

- ~ { dt' exp (-i[e(ll) - E(k1)](t - t')/lil 

x II t'; (a*a).", t" < t'; (a* '" a*a ... a)~.l 

= (al,az,) •• exp (-i[e(ll) - e(k1)J(t - t1)/li) 

-~ r dt' exp (-i[e(ll) - e(k 1)J(t - t')/lil 

9 T. Morita, Progr. Theoret. Phys. (Kyoto) 29,351 (1963). 

(at.az')., = (a"t,az,), exp {i[E(ll) - E(k 1)](t - t1)/lil 

+ ~ f' dt' exp {i[e(ll) - e(k1)](t' - t1)/lil 
'. 

X I{t'; (a*a),,,, t" < t'; (a* ... a*a ... a);.l. (30) 

By an iterative procedure, this equation is solved 
for (ak~aZ.)'. for tl < t in terms of (ataz) •. This 
result is used to make our non-Markovian equation 
a Markovian one. 

Our resultant generalized Boltzmann equation, 
given by Eq. (23), and its integral equation version, 
given by Eq. (16) for n = 1, are given in terms 
of diagrams. We have drawn the diagrams for the 
generalized Boltzmann equation up to the second­
order terms. In order to get the higher-order terms 
we have to draw more and more complicated dia­
grams. However for various many-body problems 
the exclusive consideration of diagrams with some 
simple topology has been shown to be a practical 
way to get physically meaningful results and hence 
the use of the diagram should not be considered 
unpractical. 

When we are interested in the linear irreversible 
processes, the transport coefficients are of the prim­
ary interest and they are calculated by solving the 
kinetic equation or the generalized Boltzmann equa­
tion, or more directly by calculating the suitable 
two-time correlation functions or two-time Green's 
functions. 10 The equations for them have the same 
or a similar structure to our equations for the reduced 
density matrices and our method of solving the 
hierarchy and then reducing it to an integral or 
integrodifferential equation is expected to be useful 
for this problem. 
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Theorem on the Clebsch-Gordan Series in SU(n)* 
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A theorem on the Clebsch-Gordan series conjectured by B. Vitale is proved using simple Young 
diagram techniques. 

I. INTRODUCTION 

T HE number and type of irreducible representa­
tions (I.R.'s) (P,,)l appearing in a reduction of a 

direct product of two SU(n) I.R.'s (P) and (P,)2, 

(P) <8> (P') = EB E K(P, P' , P")(P") , (1) 

is, in general, a complicated function of the I.R.'s (P) 
and (P'). On the basis of an extensive analysis of 
the Clebsch-Gordan (C.G.) s~ries in SU(3), Vitale3 

conjectured that, in a special case [Eq. (3) below], 
the representation (P') determines completely the 
structure of the (C.G.) series. This conjecture is 
proved in the following, using the connection be­
tween representations of SU(n) and the Young 
diagrams. Since very little is known at present about 
the explicit structure of the C.G. series of Lie groups, 
this theorem is quite interesting and may find useful 
applications. 

II. THEOREM 

Definition: The I.R. (P') is called" representation 
determining with respect to (P)" if, for any basis, 
vector in the LR. (P') with weight m', there cor­
responds a representation (P") in Eq. (1) such that' 

A" = A + m', (2) 

where A" and A are the highest weights of the LR.'s 
(P") and (P), respectively. 

* This work was supported in part by the U. S. Atomic 
Energy Commission under contract A. T. (45-1)-1388, 
Program B. 

1 (P) is used as a shorthand for (Pl . . . p .. - 1) and labels an 
Irreducible Representation (I. R.) of SU(n). The corre­
sponding Young diagram with rows 

I; = L~:~-i Pk is denoted by (I). 

For allowed Young diagrams, I; ~ 1;+1 j = 1 ... n. [f] will 
denote any of the Young tableaux corresponding to (I). 

2 Special cases of the series (1) were considered by H. 
Goldberg, Nuovo Cimento 27, 532 (1963); A. Simoni and B. 
Vitale, ibid. 33, 1199 (1964); B. Preziosi, A. Simoni, and 
B. Vitale, ibid. 34, 1101 (1965). 

a B. Vitale, "On the Structure of the Clebsch-Gordan 
Series for Semi-Simple Lie Groups," preprint from the Univer­
sity of Wisconsin. Vitale has given the conditions relative to 
A 2, C 2, G2, and A 2 by using the "geometrical" weight diagram 
IiPproach expounded by J. P. Antoine and D. Speiser, J. Math. 
Phys. 5, 1226 and 1560 (1964), and besides has conjectured 
the validity of our condition (3) for AI. 

, In particular, if the weight m' is r-fold degenerate in the 
I.R. (PI), then the I.R. (P") will occur r times in Eq. (1). 

Theorem: A necessary and sufficient condition for 
(P') to be representation determining with respect 
to (P) is 

.. 
P i ~ E P~ = ff, i=I···n-l. (3) 

III. SOME PRELIMINARY DISCUSSION 

In this section, we recall some facts about the 
connection between I.R.'s of SU(n) and Young 
diagrams and tableaux.6 

(1) To each" allowed" Young diagram (1'), there 
corresponds a unique LR. (P'). 

(2) The basis vectors of the I.R. (P') can be as­
sociated with the various" allowed" Young tableaux 
[t'] generated from the Young diagram (f') as follows: 
"tensor indices" 1, ... , n are distributed in the 
boxes of (f'). This filling yields an "allowed" table 
if the tensor indices increase as we move down in 
any column, and do not decrease when we move to 
the right in any line. 

The table can be specified by the numbers 

i ~ n, j ~ n - 1, 

where n! = number of times the tensor index i 
appears in the jth row of 1'. Thus, 

..-1 

N~ = En! (4) 
;-0 

is the total number of indices i in the table [t']. 
Because no two identical indices appear in the same 
column: 

N~ ~ total number of columns in (1') 

= E P~ = fro (4') 

The weight vector m' = (mf ... m~ ... m:_1 ) of 
the basis vector considered is related to 

N' = (Nf ... N~ ... N:) by m' = AN' + C', (5) 

Ii See, for example, H. Weyl, The Classical Groups (Prince­
ton University Press, Princeton, New Jersey, 1946); D. E. 
Littlewood, The Theory oj Group Character8 (Oxford Uni­
versity Press, Oxford, England, 1950). 

1046 
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where A is a constant matrix and CI a trivial II shift" 
vector which we omit in the following. 6 

In particular, to the table in which N. is the length 
of the ith row in7 (J') = f~ (i = 1 ... n - 1), cor­
responds the maximum weight of (PI): 

AI == At'. (6) 

(3) Using Young diagrams, the I.R.'s (PIf) ap­
pearing in Eq. (1) may be obtained by the following 
process: 

Process A: (1) 1; labels a; are put into the jth 
row of (J'), j = 1 ... n - 1. 

The labeled squares of (1') are then added, 
row after row, to the diagram (f). Among all such 
processes, the "allowed A processes" are singled 
out according to the following requirements: 

(i) At each stage the figure consisting of the ori­
ginal diagram (f) and the squares added from (J') 
is a valid Young diagram. 

(ii) No two identical labels appear in the same 
column. 

(iii) In (IN), the diagram finally obtained, the 
added letters are" read" from right to left and the 
number of a/s accumulated at an arbitrary stage 
and is denoted by M.. We must always have 
M'+l ~ M •. To each of the diagrams (J") obtained 
in an allowed process corresponds an I.R. (PII

) in 
Eq. (1). 

IV. THE PROOF OF THE THEOREM 

To prove the theorem, we first show that if the 
condition of Eq. (3) is satisfied, then a one-to-one 
correspondence can be established between allowed 
tableaux [1'] and diagrams (f") constructed in al­
lowed A process. 

The correspondence is achieved as follows: 

o To obtain A note that any vector v E(P) can be expressed 
by 1!near combinations of products IT V,N,(1)V,N,(2) where 
V,(V.) i = 1 ... n, are the n vectors in a fundamental 
("quark") representation of SU(n) and its conjugate ("anti­
quark") representation, respectively. The weight associated 
with such a product is m = :E N.m" where N • ... N,(l) -
N,(2) and m. is the weight of V,. The weight vectors m. 
satisfy :E m. = 0 so that if N, ...... No + C, m stays the same. 
N. is the same as the N, associated with a certain table f' 
[Eq. (4) above). (The common practice of omitting the first C 
columns of length n in any Young table corresponds to N, ...... 
N. + C, because a column of length n must contain all n 
indices at exactly one time.) The equation 

m = :EN,m, 
is clearly equivalent to m = AN, A = n - 1 X n matrix 
with elements a,; = mi i = jth component of mi. As N' runs 
over all tableaux [f'] the pattern of weights obtained will 
coincide in structure with the weight diagram of (Pi) which 
is usually constructed by purely Lie-algebraic methoas. This 
pattern will in general be "shifted" from the ordinary 
"centered" position of the weight diagram of (Pi); hence the 
vector C. This "centering" operation will always be assumed 
in the following and C will be omitted. 

7 This table is obtained by putting f'i tensor indices in the 
jthrowj = I. .. n - 1. 

~~ 
/ / 7, / ..!_L.J-U-1Hh row 

_l-th rrNI 

Ni • f n{ 

FIG. 1. The (i - 1 )th and ith rows of (I) after adjoining the 
labels a, according to (a). 

(a) Given any table [t'] with n~ tensor indices i 
in the ith row, we construct a diagram (J") in the 
following A process: we add n! labels a1 to the ith 
row of (f), i = 1 .,. n, then n~ labels a2 to the ith 
row, and so on. 

(b) Given any A process we construct a Young 
table [f') in which n~ = number of ai labels added to 
the ith row of (f). 

We now show that: 
(1) If [1'] is an allowed table, then the A process 

generated from it according to (a) satisfies conditions 
(i)-(iii) specified in the preceding section. 

(2) If a process A satisfies the conditions (i)-(iii), 
then the corresponding table constructed according 
to (b) is an allowed table. 

1. It follows from Eqs. (4' ), (3), that the total 
number of labels added, in an A process correspond­
ing to an allowed table, to the ith row of (J) is 

..-1 

N~ ~ ff = 'E P~ ~ p., i = 1 ... n. 

Thus, the added squares do not protrude beyond the 
original (i - l)th line of (J) (see Fig. 1) and con­
ditions (i), (ii) are automatically satisfied. 

The total number of labels a; added to the first 
i rows of (J) is according to the construction (a) 
1::.1 n!. We have 

(7) 

Equation (7) can be verified by considering the 
(j - l)th and the jth rows in the table, [1'] (see Fig. 
2), However, 1:!:~ n~-l is equal to the total number 
of ai-1 labels added to the rows 1 ... i-I of (f). 
Hence, (iii) is also satisfied. 

2. Since construction (b) is the inverse of con­
struction (a), it suffices to show that if we start 
from any unallowed table [f'], then the reSUlting 
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,-­
,.._.J 

i 1-- (j-I)-ih row 

.--l-th 'ow 

FIG. 3. Some pair of consecutive rows of an unallowed 
table [f1. 

A process violates one of the conditions (i)-(iii). 
Since [f'] is unallowed it contains a pair of consecutive 
rows filled with tensor indices in the manner shown 
in Fig. 3, so that at least one tensor index say i , , 
appears above an index i' with i' ::; i. Thus 
L:;:~ ntl ::; L:t~1 n£ with i' ::; i. On using (a): 
we have: total number of labels a;_1 added to the 
first i-I rows of (f) ::; total number of labels a; 
added to the first i' rows of (f). Since i' ::; i, and 
since the labels a;-1 appear in any row of (t") to 
the left of the levels a; in the same row it follows , 
that condition (iii) will be violated at a certain stage 
while "reading" the labels of the i'th row, of (t'). 

This completes the proof that the correspondence 
described in (a) and (b) is one-to-one. 

The length of the ith row in (t") is 
,,-1 

n' = Ii + L: n~ = Ii + N i, 
i-O 

thus, using Eqs. (5) and (6), and remembering the 
remark (5), we obtain the required relation (2). 

To complete the proof of the theorem, we have 
t~ show that condition (3) is necessary, and if it is 
VIOlated the correspondence between basis vectors 
of (P') and I.R.'s (P") in the C.G. series (1) is no 
longer one-to-one. 

If Eq. (3) is not true, then at least for one number 
io, 1 ::; io ::; n: 

" 
Pi. < L:P~ = f{. (8) 

We can in this case construct at least one allowable 
t~ble [t'] for which (a) does not lead to a valid Young 
d~agram (f"). Such a table is illustrated in Fig. 4. 
Smce (f') has only (n - 1) rows we can omit the 
tensor index (io - 1) in filling it. We put tensor 
indi~es (io) in all the squares of the (io - 1)th row 
and m all the remaining allowable places in the rows 
above it, so that we have in all if indices io. 

If we apply now procedure (a) to this particular 
table, then ff squares will be added to the ioth row 
of (f) and none to the (io - 1)th row. Since the 
difference of l~ngt~ between these rows was originally 
PiO, Eq. (8) Imphes that in the final diagram (t") 
the ioth line will be longer than the (i - 1)th line 
and (f") will not be a valid Y oung di~gram. 

I I I 

222 

333 

4 4 4 

,-­
H+~---r-~-I 

FIG. 4. A table [I'] which contains no tensor indices (io - 1) 
and /1' tensor indices i o• 

On the other hand, the arguments in Sec. (2) 
above did not depend at all on Eq. (3) and the 
transition (b) always leads from an allowed A pro­
cess to an allowed table [1']. Thus, when Eq. (3) is 
not valid, the set of LR.'s (P") in Eq. (1) will cor­
respond to a subset of all tableaux [t'] [or basis 
vectors of (P')], a subset from which tableaux of the 
type shown in Fig. 4, and maybe other tableaux, 
have been omitted. The precise definition of this 
set, in the general case, is, according to our discus­
sion, equivalent to determining the complete C.G. 
series [Eq. (1)]. 

I t is quite conceivable that the correspondence 
suggested above may still yield useful information. 
For example, it was found in Ref. 2c that even when 
condition (3) was abandoned, the C.G. series (1) 
could still be represented by a set of points in the 
plane with a degeneracy structure analogous to 
that of an 8U(3) weight diagram. We think that 
the methods of this work can be extended in order 
to prove that this holds generally for 8U(n), al­
though the proof may not be as straight forward as 
the one above. 

Note added in proof. After submitting this paper 
we received a preprint by F. Zaccaria8 in which the 
above theorem was proved by purely" Lie Algebraic" 
methods. Zaccaria's method, which is different from 
the one used here, allowed also for proving condi­
tions analogous to Eq. (3) for all familiar semisimple 
Lie groups. I would like to thank Dr. Zaccaria for 
sending me his preprint. 
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An alternate quantization procedure for Bose fields is proposed. This procedure leads to a field 
algebra which is related to that of angular momentum rather than momentum. With this algebra is 
associated a maximum (no) to the number of particles allowed in a given momentum state. It is 
indicated by the investigation of models that physical observables converge for large no to those 
obtained using the canonical commutation relations. 

A FIELD quantization procedure is presented 
in this article, which leads to states that are 

symmetric under the permutations of identical par­
ticles. This procedure differs fundamentally from 
that used for Bose fields in that it has associated 
with it a maximum to the number of particles 
allowed in a given momentum state. Furthermore 
it is not among the parastatic theories recently 
investigated. 1 

In the first section, the commutation relations are 
assumed and an important property of the algebra 
satisfying these relations is obtained. In subsequent 
sections, models are investigated indicating the effect 
of changing the field quantization procedure. In par­
ticular, one model will demonstrate the connection 
between the static scalar field mode12 and the com­
pletely reduced Bardeen-Cooper-8chreiffer (BCS) 
model for superconductivity.3 

there exists a vacuum state 10) such that 

(0 10) = 1, (3) 

from which the representation space of the operators 
can be generated by the application of the a's and 
at's. In order that the states generated from the 
vacuum be symmetric under the permutations of 
identical particles it is required that 

(4) 

The form of the relationships between a and at 
appears to be free; therefore the following is assumed: 

(5) 

where Ck is not necessarily a c-number. Equation 
(5) is inconsistent with the corresponding equation 
in the parastatic theories l unless Ck = -1 
[Ck = c-number is sufficient] in which case Eqs. 
(1), (4), and (5) define a Bose system. In order 

1. THE COMMUTATION RELATIONS to limit the choice of Ck consider what conditions 

It is assumed, first, that the system of interest it must satisfy. The first arises from the requirement 
is confined to a finite volume n thereby establishing that Eqs. (1) and (5) be consistent, i.e., 

a discrete single-partic~e momentum spectrum. The [Ck, N
k

,] = O. (6) 
set of operators {ak, ak, N k I corresponding, respec- . 
tively, to the annihilation, creation, and number ~he secon~ follows from

t 
the requi.rement that the 

operator for the free particle state of momentum k smgle-partICle states ak 10) satlsfy the ortho-
satisfy by their interpretation the relationships: normality condition 

(1) 

(2) 

It is also expected with this interpretation, that 

* This work was supported in part by the Air Force Office 
of Scientific Research. 

1 See, e.g., S. Kamefuchi and Y. Takahashi, Nucl. Phys. 36, 
177 (1962){ S. Kamefuchi and J. Strathdee, Nucl. Phys. 42, 
166 (1963); M. Dresden, Brandeis Summer Lectures in 
Theoretical Physics (W. A. Benjamin Company, Inc., New 
York, 1963), Vol. 2, p. 377; A. M. L. Messiah and O. W. 
Greenberg, Phys. Rev. 136B, 248 (1964). 

2 S. Schweber, Relativistic Quantum Field Theory (Row, 
Peterson, and Co., Evanston, Illinois, 1961), Chap. 12, p. 343. 

3 J. Bardeen, L. N. Cooper, and J. R. SchriefIer, Phys. Rev. 
108, 1175 (1957). 

(7) 

i.e., 

(01 Ck 10) = -1. (8) 

It is not clear what conditions are implied by the 
existence of the vacuum state, however the above 
relations are not inconsistent with its existence since 
they are satisfied by the Bose commutation relations. 
One choice of Ck satisfying Eqs. (6) and (8) is 

(9) 

with no a positive c-number. The existence of the 
vacuum along with the significance of no is obtained 

1049 
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in the following analysis of the set of operators 
defined by Eqs. (1), (2), (4), (5), and (9). 

Comparing the above commutation relations with 
those of angular momentum and noting that a dis­
crete spectrum is isomorphic to the positive integers, 
one finds that 

J: ~ nia!, J~ ~ ntak, and (J.)i ~ Nk -!no (10) 

is an isomorphism if N k is restricted to the values 
0, 1, 2, ... , no. Therefore the vacuum state exists 
if no is identified as the maximum number of particles 
allowed in a given momentum state. 

It is seen then that Eq. (9) leads to operators 
which are bounded in contrast to the unbounded 
operators obtained from the canonical commutation 
relations. This property is obtained, however, at 
the price of singling out the momentum-space rep­
resentation as the only one in which the commuta­
tion relations assume a diagonal form. This is not 
necessarily objectionable since this representation 
has special significance due to the dynamics of free­
particle theories. 

Clearly Eqs. (6) and (8) allow choices for Ck 

other than that of Eq. (9). In fact, if Ck is chosen 
to be a polynomial (or series) in the number operator 
such that the leading term is -1, Eqs. (6) and (8) 
are satisfied. Such possibilities are ignored and for 
the purposes of this paper the relationship 

[a!, ak'] = 2n;;1 ~kk,(Nk - !no) (11) 

is assumed. 

II. PARTICLE-CONSERVING THEORIES 

If the usual forms are assumed for the non­
relativistic, particle-conserving Hamiltonians, the 
question arises as to what effect the change in 
quantization procedure has on the Schrodinger 
theory. It is easily shown that, for a single-particle 
system or a system of nonidentical particles (the 
fields of different particles commuting) the first 
quantized formulism is unchanged in the case of 
the assumed quantization. For a system of n identical 
particles a difference exists. This difference is in­
dicated and examined in this section for some 
specific cases. 

Consider first the case of no = 1, i.e., 

[a~, ak'] = 2 ~kk,(Nk - !). (12) 

The standard form for a particle-conserving, non­
relativistic, second quantized Hamiltonian is 

H = Lk E(k)Nk 

+ (211)-1 L a~,a~.(klk2/ V /P2Pl)a.,.a.", (13) 
k"k.p:Lp. 

where E(k) = k 2/2M and (klk2/ V 2 /P2PI) contains 
a Kronecker-~ conservation of momentum. Let 

IE, n) = (n,)-t L !(kl,"', k..)a~, ... a~. 10), 
k, ... ·.k. (14) 

with f(k., ... ,k..) symmetric under the interchange 
of variables, satisfy the relation 

H /E,n) = E IE,n). (15) 

Then f must satisfy the Schrodinger equation 

(L~-I E(Pi) - E) 

X f(PI, '" ,p,,) IT" 8, t(I - ~P.P') .>. 
+ IT" 8, t(1 - ~P.P') {(20)-1 Lkk' (PIP2/ V /k'k) .>. 
X f(k,k', Pa, ... ,p,,)(1 - 8kk ·) 

X II" (1 - 8kP,)(I - ~k'PI) 
1"1.2 

+ permutations (Pi)} = O. 

Or, in a more transparent form, 

(L~-1 E(Pi) - E) )f(Pl' .,. ,p,,) 

+ {(20)-1 Lkk' (PIP21 V /k', k) 

X f(k, k', pa, ... ,p,,) + ... } 
+ {0-

1 
Lk L7"1.2 (PIP2/ V /Pik) 

X f(k, Pi, pa, '" ,p,,) + ... } 
+ {(20fl Li,;"1.2 (P,P2/ V /PiP;) 

X f(P;, Pi, Pa, ... ,P .. ) + ... } 
+ {(20)-1 Li"I,2 PIP2/ V IPiP.) 

X f(Pi' P;, Pa, ... ,Pn) + .. , 1 
+ {(20)-1 Lk (PIP21 V Ikk) 

(16) 

X f(k,k, Pa, ... ,Pn) + ... } = 0, (17) 

where the dots stand for terms involving permuta­
tions of (Pi) in the first term of the bracket and 
P. ;:r£ P. if 8 ~ t. The terms in the last four brackets 
are "corrections" to the theory. For a fixed n, i.e., 
not in the thermodynamic limit, these terms go as 
0-1 for large volume compared to the terms in the 
first bracket which are independent of O. It is clear, 
then, that if the number of particles is fixed and 
finite one obtains a close approximation to the 
SchrOdinger theory for a system contained in a large 
volume. It is also clear, however, that in the thermo­
dynamic limit the terms in the second and third 
brackets will not be negligible since the sums over 
the momenta of the particles will yield terms of the 
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same order in 0 as those terms involving sums over 
all momenta. 

The fact that the SchrOdinger theory is altered 
in the thermodynamic limit is easily seen in the 
case of a system of noninteracting particles. For a 
given 0 and n > no one obtains a Fermi-sphere 
distribution of particles in the ground state of the 
system. For example, let a system of 6no + p, 
p < no, particles be contained in a box. Then the 
lowest energy state would be completely filled and 
the next-higher energy state would contain p par­
ticles. The "exclusion principle" is introduced 
through the inner product obtained from the second 
quantized theory: 

(g, f) = Lk ...... k. g*(kl' ... ,k..)P". f(kl, ..• ,k..), 
(18) 

where 

P".f(k1, ••• , k n) 

= JO, if more than no momenta are the same, 

1.t(kh ••• ,k..), otherwise. (19) 

It follows, then, that the norm of a state in which 
more than no particles have the same momentum 
is zero. The number of single-particle momentum 
states in a given neighborhood of the zero-momentum 
state is proportional to 0, therefore if n is held finite 
as 0 ~ ex> the "Fermi momentum" of the particle 
distribution approaches zero. On the other hand, 
if n/O is fixed as 0 ~ ex> the "Fermi momentum" 
is unchanged. Before leaving the subject of the 
exclusion principle, it should be noted that particles 
described by the no = 1 theory satisfy Fermi-Dirac 
statistics in regard to their momentum-space dis­
tribution function. This is easily obtained from the 
grand canonical distribution function for arbitrary no: 

nk = le~[·(kl-pJ - 1}-1 

- (no + l){eMdkl-pJ [".+lJ - 1 r 1 
• (20) 

This theory cannot describe fermions however since 
there is no exclusion principle for other representa­
tions of single-particle states. 

The above discussion of systems of interacting 
particles can be repeated for no > 1 with a cor­
respondingly more complicated expression for the 
Schrodinger equation. One cannot easily analyze the 
equation as to its behavior for large no except in 
the two-particle theory in which the equation has 
the form 

[E(kl) + E(k2) - E] f(kl' k 2) 

+ (20t1 Lkk' (klk21 V Ik'k) f(k, k') 

= (2noOtl Lk (klk21 V Ik, k) f(k, k). (21) 

The correction term, which appears on the right­
hand side of the equation, is proportional to (noO)-l. 
Therefore, one expects the results of the proposed 
theory to approach those of the Bose theory for 
large 0 and/or large no. 

Finally, it is important that a theory satisfy the 
cluster decomposition property. Considering the con­
ditions which are imposed to obtain the decom­
position of the expectation values of products of 
creation and annihilation operators, i.e., two groups 
of particles separated by a large (approaching in­
finite) distance, one finds that these conditions are 
just those for which the proposed theory goes over 
into the Bose theory. This follows from the obvious 
fact that if the clusters are separated by a large 
distance they must be contained in a correspond­
ingly large volume. This theory therefore satisfies 
the cluster decomposition property. 

m. A PARTICLE-NON CONSERVING MODEL 

To continue the investigation of the proposed 
commutation relations, the system described by the 
following model Hamiltonian is considered. Let 

H = Lk CJJ(k)N k + Lk A(k)(ak + a~) (22) 

with CJJ(k) the single-particle kinetic energy. If 

CJJ(k) = (k2 + m~)t (23) 

and 

A(k) = A f~) [2 OCJJ(k)r1 , 

this model corresponds to the static scalar field 
model2 of the Bose theory. Due to the isomorphism 
with the angular momentum algebra, the Hamil­
tonian, written in the form 

H = !no Lk CJJ(k) 

+ Lk W(k)[T(k)(Nk - ino) + S(k)!nt(ak + a~)] 
(24) 

with 

W(k) = [CJJ(k)2 + 4A(k)2n~1]1. (25a) 

S(k) = 2A(k)n~1 W(kt 1 
, (25b) 

and 
7'(k) = CJJ(k) W(kt 1 

, (25 c) 

can be diagonalized by a "rotation about the y axis." 
This rotation is carried out by the" unitary" operator 

U = exp [in! Lk 8(k)(ak - a~)] (26a) 

with 

8(k) = sin-1 S(k). (26b) 



                                                                                                                                    

1052 w. F. PARKS 

If U exists, it is unitary. The conditions for its 
existence are found here in the case no = 1. 

Consider the operator 

Um == exp [!n~ Llkl<m O(k)(ak - a~)]. (27) 

This operator exists and is unitary since it is a 
finite product of unitary operators. Clearly U can 
be defined by 

U == lim Um (28) 

if this limit exists. What must be shown, therefore, 
is that the matrix elements of U - U m ~ 0 for 
large enough m. Let 11f) and W) be states in the 
Hilbert space generated from 10). Consider 

(If I U:(U - Um) If') = (If I Vm - 1 11f') (29a) 

with 

(29b) 

Using the fact that no = lone obtains 

V", = II'k'<!'" [cos lOCk) + (ak - a!) sin lOCk)]. 
(30) 

If A (k) e(k) -1 ~ 0 for Ikl ~ ex>, sin lOCk) is a de­
creasing function of k for large k. The only non­
diagonal element which need be considered then is 

(01 ak Vm 10) = sin lO(k) , Ikl = m. (31) 

From the above condition this off-diagonal element 
can be made arbitrarily small by choosing m large 
enough. For the diagonal elements it suffices to 
consider 

(01 Vm - 1 10) = II'k'<!m cos lOCk) - 1. (32) 

Let 

F", == In II'k'<!m cos lOCk) = Llkl<!m In cos lOCk) 
(33) 

(34a) 

(34b) 

This is equivalent to the requirement that 

with ko large enough to exclude any singularities 
of the integrand, exist. This requirement is essen­
tially the same as that obtained for the static scalar 
field model.2 One notes that, in the case of n ~ ex> , 

U exists and is not identically one only if A ex: n-t . 

From this discussion it is obvious that the standard 
perturbation theory would encounter the same prob­
lems in this quantization procedure as in the Bose 
quantization procedure. (It can be shown that there 
exists a nondenumerable number of inequivalent 
irreducible representations of the commutation re­
lations.) 

The ground-state energy of the system is given by 

Eo = !no Lk [w(k) - W(k)] (38) 

with 

No = !no Lk [1 - w(k)W(k)-l] (39) 

particles in the system. There are two cases of 
particular interest: no = 1 and no ~ ex>. For no ~ ex> , 

(40) 

and 

(41) 

which, if e(k) and A (k) are given by Eq. (23), are 
the same as the results of the static scalar field 
model.2 In this same limit 

W(k) ~w(k). (42) 

As expected, then, the theory converges to the 
Bose theory for large no. For no = 1, 

Eo = l Lk (w(k) - [W(k)2 + 4A(k)2]i I 
and 

No = ! Lk (1 - w(k) [w2(k) + 4A(k)2ri I. 
Ii one sets 

(43) 

(44) 

(45) 

From Eqs. (25) and (26b) one finds that 

cos lOCk) = ! + !w(k)W(kr 1 

~ 1 - A(k/w(kr2 

for large Ikl. Therefore 

Fm ~ - Llkl<m A(k)2w(kr2 

and 

the form of Eqs. (43) and (44) is suggestive of the 
(35a) BCS model of superconductivity.3 In fact this is 

the BCS model. To see this consider the commuta­
tion relations for the BCS pairs: 

exp (Fm) ~ exp [- Llkl<!m A(k)2w(kr2]. (35b) 

One sees, then, that lexp (F". - 1)1 can be made 
arbitrarily small for large enough m if and only if 

lim Llkl<!m A(k)2w(kr1 = O. (36) 
",-<CD 

t t 
bk+b_k-, b_k·_bk·+] 

t t 
= okk.(bk+bk+ + b-k_b_k - - 1), (46) 

where the b's are fermi operators and + (-) 
signifies spin up (down). If one defines 
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N k == !(b~+bk+ + b~k_b_k_) (47) 

and 

ak == b_k_bk+. (48) 

then 
t 

[ak. ak'] = 2 hk,(Nk - !), (49) 

[ak, Nk,] = okk,ak. (50) 

and 

[ak. ak'] = 0, (51) 

which are the proposed commutation relations for 
the case no = 1. This last observation is noted as 
a curiosity rather than as a realization of the 
proposed quantization procedure since, the operators 
defined in Eq. (48) annihilate "particles" of zero 
total momentum rather than momentum k. 

CONCLUSION 

Even though it appears that one can approximate 
results of the Bose theory with arbitrary accuracy, 
it is clear that, due to the added difficulties in the 

calculations, one would not elect to use this theory 
unless a saturation of the number of particles in 
a given momentum state is observed. Whether sys­
tems exhibiting this phenomena exist is unknown. 
There are two systems which one can presently 
consider. First is the photon field in masers or lasers. 
This system does not appear to show any satura­
tion.4 The second system is helium II. In this case 
the problem of a weakly coupled, finite, Bose gas 
with saturation needs to be carefully analyzed in 
order to obtain its properties. 

Beyond the question of the realization of this 
theory is the deeper question already posed by the 
parastatics. Does there exist a fundamental principle 
which determines the "correct" quantization pro­
cedure for a given system? 
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An axiomatic formulation of a quantum mechanical formalism is given. The formulation is not in 
terms of objects associated with the Hilbert space, but in terms of a different kind of objects for which 
the name "complex probability measures" has been chosen. It is shown that the conventional Hilbert­
space formalism obeys the given axioms. A few consequences of the axioms are investigated, some of 
which are found useful in the second part of this work. 

1. INTRODUCTION 

T HERE are today a few axiomatic approaches 
to the formalism of quantum mechanics which 

differ among themselves in almost every respect: 
in the content of the postulated material, in the 
mathematical apparatus employed, in the goals at­
tempted, in the rationale motivating such an in­
vestigation, etc. Nevertheless, these approaches can 
be classified into two major groups. 

The works assigned to the first group have in 
common a basically algebraic approach to the prob­
lem. A direct physical meaning is attached to various 
algebraic operations between the observables of the 
theory, and it is consequently required that the set 
of all observables has a definite algebraic structure. 
The origin of this kind of approach can be traced 
to the work of Jordan. 1 It has been elaborated by 
Jordan, von Neumann, and Wigner2

•
3 in the hope 

that it would provide a generalization of quantum 
mechanics suitable to solve" ... the (probably) fun­
damental difficulties resulting when one attempts to 
apply quantum mechanics to questions in relativ­
istic and nuclear phenomena.,,4 The same general 
approach can be found in the work of SegalS on a 
generalization of quantum mechanics. 

The works belonging to the second group are 
closely related, in the nature of their approach, to 
mathematical logic and to lattice theory. The at­
tention in these cases is not focused on the entire 
set of observables and the algebraic operations be­
tween them, as in the previous case, but on the set 
of a special kind of observables called questions6 

.. This paper is based, in part, upon the author's doctoral 
dissertation submitted to the Physics Department of Princeton 
University. 

P. Jordan, Z. Phys. 80, 285 (1933); Nachr. Akad. Wiss. 
Goettinger Math-Phys. Kl. IIa, 569 (1932); ibid., 209 (1933). 

I P. Jordan, J. von Neumann, and E. P. Wigner, Ann. 
Math. 35, 29 (1934). 

• J. von Neumann, Mat. Sborn. 1, 415 (1936). 
, Ref. 2, p. 29. 
6 I. E. Segal, Ann. Math. 48, 930 (1948). 
e A question is defined as an observable whose spectrum 

consists only of two points: 0 and 1. (See also Sec. 3.1.) 

and on logical (lattice-type) operations within this 
set. This type of approach was initiated by Birkhoff 
and von Neumann, 7 and it can be traced to the work 
of Finkelstein, Jauch, and Speiser on quaternion 
quantum mechanics,8 as well as in the axiomatic 
system proposed by Mackey9 and further investi­
gated by Pool. lO It certainly culminates in the work 
of Piron. ll This approach has also been used re­
cently in an attempt to prove the impossibility of 
the existence of "hidden observables" in quantum 
mechanics. 12 

Our approach is essentially different in many 
respects from the above mentioned approaches. From 
the physical point of view, it is motivated by a 
consideration of the problem of simultaneous meas­
urement of incompatible observables in quantum 
mechanics.13

•
14 Mathematically, new tools can be 

found to generalize the apparatus of mathematical 
statistics (which is formulated only for the case of 
measurements on compatible observables) by in­
troducing the concept of" complex probability meas­
ure.,,14 This way, instead of starting with the set of 
observables or with the set of questions, the prob­
lem is attacked by first analyzing the concept of 
physical state and of observable, and then by giving 
a very general mathematical framework (Sec. 2.2) 
providing a general implicit definition of these con-

7 G. Birkhoff and J. von Neumann, Ann. Math. 37, 823 
(1936). 

8 D. Finkelstein, J. M. Jauch, and D. Speiser, Notes on 
Quaternion Quantum Mechanics, CERN 59-7 (Part I), 59-9 
(Part II), 59-17 (Part III), Geneve, 1959. 

9 G. W. Mackey, Mathematical Foundations of Quantum 
Mechanics (W. A. Benjamin Company, Inc., 1963) . 

10 J. C. T. Pool, Simultaneous ObserlJability and the Logic 
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cepts. Thus we arrive at the axioms formulated in 
Sec. 2.2. In Sec. 2.3, we show that the conventional 
Hilbert-space formalism of quantum mechanics can 
be interpreted in such a way that it obeys the pro­
posed axiomatic system which simultaneously dem­
onstrates the logical compatibility of these axioms. 
In Sec. 3, we derive some consequences of the given 
axioms which sometimes enable us to compare them 
with other axiomatic approaches. 

In Part II of this work, we investigate the con­
ditions under which our axiomatic system is equiv­
alent to the conventional Hilbert-space formalism 
of quantum mechanics. We show that one additional 
axiom is a necessary and sufficient condition for 
this equivalence (defined in a precise sense). It is 
interesting that we get this equivalence only by 
imposing a certain algebraic and topological struc­
ture on the basic objects (observables and physical 
states) of our language without having to resort 
to some ad hoc external condition which would ex­
plicitly require the equivalence of our language with 
the Hilbert-space formalism.15 

From the physical point of view the axioms of 
Sec. 2.2, together with those in Part II, provide a 
language which, with a certain physical interpreta­
tion,14 indicates a whole variety of generalizations 
of the conventional Hilbert space of quantum me­
chanics simply by dropping any of the axioms, 16 
with the exception of Axiom I. From the mathe­
matical point of view, these axioms and hypotheses 
represent an algebraic and topological analysis of 
the conventional Hilbert-space formalism from an 
angle which enables us to make use of the modern 
tools used in the measure theory and in the theory 
of Banach algebras. 

2. AN AXIOMATIC SYSTEM FOR A GENERAL 
QUANTUM MECHANICAL FORMALISM 

2.1. Preliminaries 

Following the currently widely accepted point of 
view on the structure of a scientific theory,t7 we can 
analyze a physical theory into the following four 
major constituents: 

Ii Like Mackey's axiom VII (Ref. 9, p. 71) in which it is 
required that the introduced partially ordered set of all 
questions is isomorphic to the partially ordered set of all 
closed subspaces of a separable Infinite dimensional Hilbert 
space. 

16 This certainly is not the case with the Hilbert space 
formalism which, under the current physical interpretation, 
forIns a monolitic whole, unyeilding to any simple generaliz­
ations. 

17 A discussion of these matters, suitable for the needs of 
physicists, can be found in a paper by L. Tisza, Rev. Mod. 
Phys.35, 151 (1963). 

(a) The language or formalism of the theory, 
consisting of a mathematical and logical framework 
formulated in the form of axioms and defining im­
plicitly (definition by postulation or synthetic defini­
tion) the fundamental concepts of the theory (the 
primitive concepts or primitives). 

(b) The rules of deduction telling us which are 
the allowed manipulations by means of which we 
can derive theorems from the axioms. 

(c) The dynamical law, which, by imposing ad­
ditional conditions on some primitives appearing 
in the theory, gives it predictive power. 

(d) The correspondence rules relating some of the 
symbols appearing in the formalism to laboratory 
procedures, Le., relating theory and experience. 

The primitive concepts of our theory are called 
physical states and observables. The set of all ob­
servables is denoted by (9 and the set of all physical 
states by s. We hope to analyze somewhere else in 
more detail the relation between observables and 
measurable quantities (Le., quantities which are 
directly measured in the laboratory) as well as be­
tween physical states and the states which can be 
and are constructed through laboratory procedures. 
It suffices here to say that, in order to have a link 
between theory and experience, we have to relate 
explicitely with the help of correspondence rules at 
least some of the observables to measureable quanti­
ties, Le., to laboratory procedures. Such observables 
to which correspondence rules are attached are 
called fundamental observables. Historically, in the 
course of the development of quantum mechanics, 
observables such as position coordinates and momen­
tum or spin components have been considered as 
fundamental. 

Through the axioms themselves we enlarge the 
concept of fundamental observable and obtain the 
general concept of observable, which does not have 
to stay in a direct relation to measurable quantities. 
However, the first axiom already uses this concept 
and deals with the set (9 of all observables, while it 
is only in Axioms IV and V that we begin to discuss 
fundamental observables. The reasons for presenting 
the axioms in the particular fashion of the next 
section is a matter of convenience in presentation 
and does not contradict the aforesaid. Namely, we 
have to remember that the axioms have to be taken 
as a whole, and that the division of this whole in 
different axioms is made to ease the exposition and 
for epistomological reasons; the individual axioms 
represent the natural links in the chains-links which 
will be easiest to change or replace in case of neces-
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sity. It has to be remembered that each such change 
changes the logical structure of the axioms as a 
whole, and that we then deal with a different lan­
guage. There are no measures to enable us to say 
that such changes are" small" or "great" in some 
rigorous sense. 

In defining the concept of a physical state P, we 
use the concept of complex probability measure as 
fundamental. We do not try to justify here the in­
troduction of this concept,14 but we hope to do this 
elsewhere. We limit ourselves to simply define such 
a concept, while, in Sec. 2.3, we establish that such 
objects can really be found in the conventional 
Hilbert-space formalism of quantum mechanics. 

For a given ordered set of n compatible or in­
compatible observables a1, ... a,,(1 ::; n < + co), 
a complex probability measure pa,. ···a. is defined as 
an ordered pair [P:' .... a·(B), P:'····a·(B)] of, in 
general, signed measures on the dass <B(a, .... a.> of 
all Borel sets B of an n-dimensional Euclidean space 
R (a, .... a.>, which satisfy the conditions1S 

In condition (3) Axiom I, we will explicitly require 
that in case a1, ... an are compatible, P:'····a·(B) is 
identically equal to zero while P:'····a·(B) is a 
probability measure in the conventional sense, i.e., 
a positive-definite normalized measure, thus implic­
itly defining the concept of compatibility in theoret­
ical terms. 

2.2. The Axioms 

Axiom 1: A physical state P is given by a rule 
which assigns to each n-tuple (a1' ... an), n = 
1, 2, 3, ... , of observables al, ... , an a complex 
probability measure 

for which the shorter notation 

pa' .... a·(B) = p~' .... a·CB) + iP':..'· .. ·a·CB) (2.2) 

can be introduced. 
These complex measures have to fulfill the fol­

lowing conditionsl9
: 

18 We also use the notation in which R" denotes any 
n-dimensional Euclidian space (1 ::; n < + "') and (B" 
denotes the class of all Borel subsets of such a space. 

Ii We introduce the obvious notation in which, when we 
have for arguments of p ... a •••• products of sets, the kth 
factor of this product is related to the kth group of ob­
servables between two 8emicolon8. 

X (Bl X ... X B;-l X B;+l X ... X B,,), 
(2.3) 

where B l, ... B i - l, B i + l, ... B" E <Bt, n = 1,2, •.. , 
j = 1, ... n. 

(2) If e denotes the set of n-tuples of observables, 
including the empty set, n = 0, 1, 2, 3, ... , then 
for any ~r, ~~, E e we must have20 

p~':a,: ... :a·:~"(B' X B1 X ... X B" X B") 

= phd"[B' X (Bl n ... n B,,) X B"], 

B l , B2 , ••• B" E <Bt, 

2 3 4 B' E ~. B" E fl>~", n = ... <B w , '" , (2.4) 

if al, ... , an denote the same observable a, i.e., 
a = a1 = ... =a". 

(3) A set of observables al, ... , an is called com­
patible, in shortened notation tal, ... a .. } = C, if 
and only if the following conditions are satisfied: 

(a) 0::; P:'····a·(B) ::; 1, 

(b) p:' .... a·(B) = 0, 

B E <B(a' .... a.>, 

B E <B(a,. ···a.> , 

(c) pha,;O":ad"(B' X B1 X ... X B .. X B") 

X (B' X B k , X ... X B h• X B"), 

B' E <B~', B" E <BS", 

~', ~II E e, B l , ••• B" E <Bt, 

for every permutation (kl' ... k,,) of the indices 
1, ... n. 

(4) Every observable is compatible with itself, i.e., 

° ::; P:(B) ::; 1, P:(B) = 0, B E <B(a> , a E 0, 

Remarks. As we see, the concept of compatibility 
is defined within our object-language itself in such a 
manner that, in case of compatible observables, our 
language reduces to the conventional language of 
statistics. Perhaps the most outstanding feature 
of the compatibility concept introduced by Axiom 
1(3) compared with the case of Hilbert-space for­
malism is that the compatibility of n observables 
is not guaranteed, so far, by the compatibility of 
each pair of these n observables. In the Hilbert-

20 The convenient notation (B& is introduced, meaning the 
same as (B(a, •• ". an>, i.e. the falnilyofall Borel sets in the space 
R(a'.·.·.a.> corresponding to the n-tuple d of observables. 
Silnilarly, we will sometimes write R& for R(",.···.".>. 
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space formalism, where compatibility is translated 
in commutativity between the respective operators, 
this is true. It is only through the later introduction 
of additional hypotheses which guarantee the logical 
equivalence of our formalism to the Hilbert-space 
formalism that our language also aquires this feature. 
Otherwise it is disputable that this last feature is 
desirable in itself, e.g., it is not evident on empirical 
basis whether three quantities can be measured 
with arbitrary precision simultaneously if each two 
of them are compatible. 

The last point of Axiom I introduces explicitly the 
assumption that each observable is considered com­
patible with itself in the sense that there is no limita­
tion on the precision of its measurement. We do not 
consider that compatibility with itself is an intrinsic 
property of the concept of observable, but it is a 
feature which has proven convenient to assume until 
now, and which is not necessarily a feature of ever­
lasting value; e.g., some of Heisenberg's ideas about 
a fundamental length would make the position co­
ordinate observables incompatible with themselves. 

It is convenient to state here an obvious proposi­
tion. 

Proposition 1: For any al , "', an E (9, PES, 

Proof. To prove that p a •..... a·(Rn) = 1, we pro­
ceed by induction. Axiom 1(4) tells us that this is 
true for n = 1. Assuming that the statement is true 
for any n - 1 observables, we get p a •..... an(Rn

) = 
p" .. ····,,·-·;"·(Rn - l X RI) = p" ...... a·_·(Rn-l) = 

1, where the last step follows from (2.3). Q.E.D. 

Axiom II (&-identity axiom): Two physical states, 
PI and P 2, are considered identical if and only if 
P~(B) = P~(B) for all & E 0, B E (B&. 

Remarks. This axiom states the obvious. How­
ever, sometimes it is better to state explicitly the 
"obvious," because this then stresses a certain logical 
structure which does not have to be accepted on a 
priori grounds. 

As a consequence of well-known measure-theo­
retical theorems21 we can state Axiom II in the fol­
lowing equivalent form. 

Proposition 2: Two physical states PI, P 2 are 
identical if and only if 

P:';"';""(B1 X .. · XB,,) = P;';''':''"(B1 X .. · X B,,) 

for any aI, ••• a .. E e, Bl! '" B" E a1
• 

21 P. R. Halmos, MOO3ure Theory (D. van Nostrand Co., 
Princeton, N. J., 1961), Theorem A, p. 54 and §§ 33, 35. 

Here fJl denotes the set of all nondegenerate (i.e., 
infinite or finite, closed, open, or half-open on any 
side, but consisting of more than one point) one­
dimensional intervals. 

Axiom III (e-identity axiom): Two elements a 
and {3 of the set of all observables are identical if 
and only if 

pp'; a ;p" (B' X B X B") = pp' :/J:p" (B' X B X B") 

for all ~', ~" E 0, B' E (BPI, B" E (BP", B E (B\ 

PES. 

Remarks. Axiom III states the relation of identity 
between observables in terms of physical states. 
From the logical point of view, this axiom can be 
regarded as a synthetic definition of the concept of 
identity between two observables. From the epis­
tomological point of view, in the process of building 
actual theoretical languages in terms of these axioms, 
it can be considered as a condition on the set S, which 
is required to be sufficiently rich to ensure that the 
concept of identity between observables introduced 
by Axiom III coincides with the concept of identity 
formulated in terms of equivalent operational defini­
tions of measurable quantities represented by these 
observables. 

It is convenient at this point to state, in the form 
of propositions, two equivalent formulations of 
Axiom III. 

Proposition 3: If a, {3 E e, then a = {3 if and only 
if 

PP1'; ••• ; Pi' fa; "1" i···; PI" 

X (m X ... X m X B X Bf' X '" X BV) 
= pPl'i ••• j p .. ';~; Pl"j···: PI" 

X (m X ... X B~ X B X B~' X '" X S:') 

for any &1f, ••• &1~, &11' '" &1f' E e and any 
B, Bf, ... B~, Bf', '" Bf' E al

• 

This proposition is a consequence of the definition 
of a complex signed measure as a u-additive set func­
tion and of measure-theoretical theorems22 which 
enable us to state that (Bk+l+l is the Boolean u­

algebra23 generated by aHI+l. Here fJ" denotes the 
class of sets which are products of n sets belonging 
to at, i.e., a" = a1 X ... X a1 (n times). Because of 
the statement above, it is easy to see that Proposition 
2 is logically equivalent to the following proposition. 

21 Ibid., pp. 140, 143. 
23 Ibid., p. 21. 
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Proposition 4: If a, fJ E e then a = fJ if and only if 

pP':a:p"(B) = PP':~:P"(B), BE (BHI+X, 

k, l = 0, 1,2, ... 

for any f', f" E 0 (f' is a k-tuple and f" is an 
l-tuple). 

Ail we have the logical chain Axiom II _ Proposi­
tion 3 - Proposition 4 - Axiom II, we have estab­
lished the logical equivalence of these three state­
ments. 

To be able to formulate the next axiom, we have 
to enlarge our notation and terminology. By ff; 
we denote the set of all real-valued Borel-measurable 
functions on R". We will say that an observable a 

is a function of the compatible observables aI, .,. a" 
if there is a f(AI, .,. An) E ff; such that 

pS' : d" (B' X B X B") 

= pS':a ...... "'.:S"(B' X rl(B) X B"), (2.5) 

B E (Bt, B' E (B~', B" E CS!,so', 

for all PES. In that case we write a = f(al, ... a,.). 
It is obvious that, because of Axiom III, we can 
associate with any f E ff; only one observable (if 
any I). 

Axiom IV: For any finite number of compatible 
observables aI, ... a" and, for any f(lI. I , ••• An) E ff;, 
there exists an observable a = f(al, ... a,,). 

Remarks. Axiom IV is introduced for mathemati­
cal convenience and its role will be better understood 
in the light of later mathematical developments. 
However, it has to be understood that, contrary to 
the "intuitive" view on this matter, we consider 
that (rigorously speaking) Axiom IV introduces a 
more general concept of observable than that 
which associates an observable through correspond­
ence rules with measurable quantities. The intuitive 
conception of the measuring (or preparing) process 
is based on a simplified visualization of this process 
which compares it with a picking of a (finite) random 
sample out of a (in general, infinite) parent popula­
tion. Such a conception, which is correct in case of 
observables with pure point spectrum24 and very 
helpful in many cases of observables having a con­
tinuous spectrum, can be very misleading, because 
it does not take into account the existence of the 
errors of each individual measurement, which are 
integral parts of each measurement or state prepara­
tion. These matters have been discussed from a 

M A rigorous definition of the concept of the spectrum of 
an observable is given after Ax. VII. 

general point of view in Ref. 14. Therefore, we would 
only like to consider here the consequences of this 
point of view-namely, that the existence of cor­
respondence rules for an observable a does not imply 
the existence of such rules for a function fJ = f(a) of 
a; or, loosely speaking, that a preparation or meas­
urement of a does not imply in general a preparation 
or measurement of fJ = f(a). 

Take the following example: a is an observable 
with continuous spectrum ranging over all R I and 
f(A) is a step function: 

f(A) = {O for A < Ao, 

1 for A;;:: A.a. 

Now, it can happen (and it sometimes happens!) 
that we determine an empirical state localized in 
the interval (Ao - E, Ao + E) around Ao with an 
apparatus having such characteristics (least count, 
etc.) that the errors of individual measurement are 
practically as big as E. Weare then dealing with a 
perfectly meaningful physical situation in which the 
empirical state14 is represented by histograms which 
are ~1 inside the interval (Ao - E, Ao + E), and zero 
outside it (the detailed description depends on the 
actual situation). With the help of rules of cor­
respondence we can assign to such an empirical 
state physical states determined by distributions 
pa(B), B E (B/ which are in concordance with that 
empirical state. However, in such a case we can say 
nothing about the empirical state in terms of fJ = 
tea), and we can assign P~(B) only indirectly by the 
definition pf3(B) = parrl(B)]. 

Conclusion: The apparatus which "measures" a 
does not necessarily have to measure a function 
fJ = f(a) of ai the question of whether there are 
any measurable quantities which can be directly 
associated with such a function f(a) is a purely em­
pirical one and cannot be decided a priori. (Notice 
that the above considerations are valid for any given 
apparatus, because for any given apparatus we can 
choose an appropriate E for which these considera­
tions can be carried through in the same manner I) 

Before introducing the next axiom, we have to 
enlarge again our terminology. We say that the 
elements of a given set of observables are Borel­
independent if no observable in this set is a function 
of a finite number of compatible observables from 
the same set. 

Axiom V: There is at least one fundamental set 
e' of observables, i.e., a subset e' of e such that the 
elements of ~J' are Borel-independent and each ele-
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ment of 0 is a function of a finite number of compat­
ible observables belonging to f)'. 

Remarks. Axiom V imposes a further condition 
on the set S by requiring that there be at least one 
set of Borel independent observables. In many cases 
we can start with a set f)' of fundamental observables, 
which we consider to describe the system completely, 
and if we have defined on it a set of physical states 
such that the elements of f)' are Borel independent, 
then we can define the set 19 of all observables as the 
set of all functions defined on finite compatible 
subsets of f)'. 

A concrete example of a fundamental set of ob­
servables describing a free electron are the three 
Cartesian coordinates x, y, z in three given orthogonal 
directions, the three momentum coordinates p,., Pu, 
P. along these given axes, and the projections of the 
spin in any direction (as well as the time t if we 
treat the problem relativistically). The coordinates 
x', y', z' along any other axes, the angular momen­
tum M,., M~, M., the energy E, etc., will be functions 
of the fundamental observables belonging to the 
specified fundamental set [for example, x' = allX + 
al2Y + al3z where Ilaull, i, k = 1, 2, 3 is the trans­
formation matrix: E = c(p: + p! + p!)\ and 
M,. = YP. - zp~]. 

Axiom VI (convexity of s): 
(1) If P l and P2 are two physical states, then 

for any real number 0 :::; t :::; 1 the complex signed 
measures 

p&(B) = tP~(B) + (1 - t)P~(B), c2 E 0, B E (B! 

will define a physical state, denoted by P = tPl + 
(1 - t)P2 • 

(2) If, for given P, P l E S and for some 0 < 
t < 1, the signed probability measures 

P~(B) = 1 ~ t (Pfi(B) - tP~CB)), c2 E 0, B E (B! 

are real and positive definite when {c2} = C, c2 E O, 
then the set P~CB), c2 E 0 of complex probability 
measures defines a physical state P 2 E S. 

Remarks. From the fact that Pl and P2 satisfy 
the conditions of Axiom I, it is easy to establish 
that tPl + (1 - t)P2 and (1/1 - t)(P - tPl) Cwith 
the imposed restrictions) must satisfy the same con­
ditions; besides, Axioms II-V stay unaffected by the 
addition of Axiom VI. Therefore, from a logical 
point of view, Axiom VI is a permissible addition 
which gives to the set S the desirable property of 
convexity and a certain kind of completeness in this 
respect. 

It has to be noted at this point that our concept 
of physical state refers to pure states as well as 
mixtures. A physical state is called a pure state if 
the relation P = tPl + (1 - t)P2 for some 0 < 
t < 1 implies that P = P l = P 2 • A physical state 
which is not a pure state is called a mixture. 

Before formulating the next axiom we will have 
to introduce a It weak" topology in S. A weak neigh­
borhood W(Po; c2; Bl, ... Bk ; E) of the point Po E S 
is the set of all PES satisfying the relations 

IP&(Bl) - P~(Bl) I < E, ••• IP&(Bk ) - ptCBk ) I < E. 

(2.6) 

It is very easy to check that the set of all neighbor­
hoods of a physical state Po for all c2 E 0, 
B l , •• , Be E 0, k = 1, 2, '" , and all E > 0 satisfy 
the conditions26 for defining a neighborhood basis 
of the point Po in S. The weak topology is the 
topology which has as a basis the union of neighbor­
hood bases of all points in S. 

A sequence Pl, P2, P3, ••• of physical states is 
called a Cauchy sequence in S if for any E > 0 and any 
c2 E 0, B E (B\ there is a positive integer No(c2, B) 
such that 

IP!(B) - P~(B) < E for m, n > N o(c2, B). 

It is obvious that the concept of a Cauchy se­
quence so defined coincides with the concept of a 
Cauchy sequence in the weak topology of the space S. 

Axiom VII (completeness of S in the weak topology): 
The space S is complete in the weak topology, i.e., 
each Cauchy sequence in S has a limit which belongs 
to S. 

Remarks. If Pl, P2 , ••• is a Cauchy sequence, it 
is obvious that lim..-..,P~CB) exists for each c2 E 0, 
BE (B&. If we denote these limiting values by P&(B), 
it is readily seen that each pfi (B) defines a complex, 
additive, finite set function on (B & for each c2 E O. 
These set functions satisfy the conditions of the 
Axiom I because the elements P~, P~, .,. satisfy 
these conditions. Due to the Vitali-Hahn-8achs theo­
rem, P&(B) is also a countably additive set function, 26 

i.e., a complex-valued measure. Therefore Axiom 
VII does not impose any serious restrictions on the 
structure of s, but it rather represents a mathe­
matical convenience. 

Ii M. A. Naimark, Normed Rings, English transl. by L. F. 
Boron (Stechert-Hafner Science Agency, Inc., New York 
1959) p. 21. 

so N. Dunford and J. T. Schwartz Linear Operators, 
Part I (Interscience Publishers, Inc., New York, 1958), 
Theorem 2, Corollary 4, p. 160. 
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Introductions of new concepts are necessary for 
the formulation of the last two axioms. 

A Borel set B in R & is called a zero set if we have 
P&(B') = 0 for all PES, B' C B, (B' E (B&); 

otherwise B is called a nonzero set. We note that, if 
{eX} = C, it is necessary and sufficient for a set 
B E (B& to be a zero set so that P&(B) = 0 for all 
PES. 

Two Borel sets, B1, B2 E (B&, are called equal mod­
ulo S, symbolically B1 = B2 (mod S), if their sym­
metric difference Bl l::. B2 = (B1 - B2) U (B2 - B 1) 
is a zero set. According to such terminology, a zero 
set is a Borel set which is equal to the empty set 
modulo S. 

The spectrum of an observable a is the set of all 
points in R (a) having the property that each of their 
open neighborhoods are nonzero sets. In other words, 
a point A E R(a) belongs to the spectrum of a E (;) 
if for each open interval I containing A there is at 
least one PES such that pa (I) ~ O. The spectrum 
of a E (;) will be denoted by s(a). 

Proposition 5: The spectrum of each observable 
a E (;) is a closed set. 

To establish the truth of this statement, it has 
only to be noticed that if A E R (a) is the accumula­
tion point of points belonging to S (a), then each open 
neighborhood of A is a nonzero set because it con­
tains at least one point belonging to Sea). 

We can generalize the concept of spectrum in a 
straightforward manner by saying that the spectrum 
of an n-tuple eX of observables consists of all points of 
R 1\ having the property that each open interval 
containing one of such points is a nonzero set. 

We will now extend the terminology used in the 
theory of self-adjoint (hypermaximal) operators in 
the Hilbert space. 27 We say that a point A E R & 

belongs to the point spectrum S! of eX if P & ( { A}) ~ 0 
for at least one PES. A point in R 1\ which belongs 
to the spectrum of eX but not to the point spectrum 
is said to belong to the continuous spectrum S ~ of eX. 

An ordered n-tuple (n > l)eX of observables is 
said to have a pure point spectrum or discrete spec­
trum if its continuous spectrum is empty. Similarly, 
its spectrum is said to be a pure continuous spectrum 
if no points of its spectrum belong to the point spec­
trum. If the spectrum of eX is neither a pure point 
spectrum nor a pure continuous spectrum, it is 
said to be a mixed spectrum. 

Proposition 6: The spectrum S& of a compatible 

27 R. G. Cook, Linear Operator8 (Macmillan and Company 
Ltd., London, 1953), p. 182. 

set {a1' ... an} of observables is contained in the 
subset sCad X ... X Sean) of R&. 

Proof: If A = (All ..• An) E R & does not belong 
to s(ad X ... X s(an" then at least one A;(l :::; 
j :::; n) does not belong to S (a i>. Hence, there must 
be an open zero interval I; in R (a i> containing A;. 
Using the fact that {a1' ... an} = C as well as 
(2.3), we can write 

< pal(I.) = 0 - , , 

Hence, we conclude that A does not belong to S&. 
Q.E.D. 

Proposition 7: The point spectrum S! of a com­
patible set {a1' ... an} of observables is contained 
in s!a d X ... X s!a n

). 

The proof of this proposition proceeds along simi­
lar lines as the proof of Proposition 6. 

The proofs of Propositions 6 and 7 are based on 
the validity of the following statement which is a 
direct consequence of Axiom I, (1): 

Proposition 8: If {a1' ... an} = C and at least 
one of the sets B1 E (B(ad, ••• Bn E (B(a

n
) is a 

zero set, then B1 X ... X Bn E (B(a •. "'an) is a 
zero set too. 

Axiom VIII: If {a1' ... an} isa set of inc om pat­
ible observables and at least one of the Borel sets 
B1 E (B(ad, ••• Bn E (B(an) is a zero set, then 
B1 X ... X Bn E (a •• "'an) is also a zero set. 

Remarks. It is very easy to see that this axiom 
implies the following proposition. 

Proposition 9: The spectrum Sa. of any n-tuple 
eX = (a1' ... an) of observables is contained in the 
direct product S (a,) X ... X S (an) of the spectra 
of its component observables, while its point spec­
trum S! is contained in the direct product 
s!a.) X ... X s!an

) of the point spectra of its com­
ponent observables. 

Hence, we see that Axiom VIII enables us to 
extend Propositions 7 and 8 to any n-tuple of ob­
servables. The desirability of this feature is obvious 
if we realize that, in considering simultaneous meas­
urements of observables a1, ... an, we consider, per 
definitionem, that the possible numerical outcome of 
such a measurement (or state-preparation) should 
always be contained in s(a.) X ... X s(a n ). This 
feature is an important characteristic of our concept 
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of an observable and of simultaneous measurements 
of observables. The space R (a •• '''an) is only a mathe­
matical artifice when we are dealing with a closed 
theory, and it would seem, on the first sight, much 
simpler and more advisable to define each pa as 
complex measures over s(a.) X '" X s(a.) instead 
of over R a • 

The situation is, however, quite different under 
dynamical conditions, i.e., when we are dealing with 
theories in the developing stage. In that case, we 
might have to deal not only with observables whose 
spectrum is completely determined on a priori 
grounds (such as the spectrum of the number of 
particles of a certain kind in field theory, which con­
sists of all nonnegative integers), but also with 
observables for which a great number of possible 
alternatives are compatible with the available data. 
AB an illustration, let us take the energy spectrum of 
the hydrogen atom. 

At the beginning of this century Balmer's formula 
was established empirically. The discrete spectrum 
for the energy of the hydrogen atom introduced by 
Bohr's model was leading to Balmer's formula. How­
ever, a pure continuous spectrum consisting of bands 
which would be much" thinner" than the resolution 
of the spectroscopes available at that time and placed 
at the points of Bohr's energy spectrum would have 
"explained" the empirical facts as well. Of course, 
such a model would have come in contradiction with 
the empirical data when the experimental techniques 
became advanced enough to discover the fine and 
hyperfine structure of the spectra; but then so did 
Bohr's model. In such a case, it is desirable that the 
theory be formulated in such a way so that possible 
changes in the spectra of some observables do not 
affect its formal structure. 

This example shows that, by formulating the 
axioms in terms of complex probability measures 
p,,·· .. ·,.·(B) over R(a ..... an) instead of over Sea') X 
.. , X Sean>, our language acquires a dynamism 
reflected in the possibility of correcting, should new 
experimental material necessitate it, the spectrum 
of some observables with minimum formal altera­
tions. 

Axiom IX: If B is a nonzero Borel set in the space 
R('''' "·a.) assigned to the n compatible observables 
al, ... an, then there is at least one physical state 
P such that pa ... "a"CB) = 1. 

2 .3. The compatibility of the axioms and their relation 
to the Hilbert-space formalism. 

We will now show that the conventional Hilbert­
space formalism of quantum mechanics is in agree-

ment with the axioms introduced in the previous 
subsection. Thus, we will at the same time demon­
strate that the introduced axioms are logically com­
patible with one another. To do this we have to 
translate the Hilbert-space language into the lan­
guage of our axioms by establishing a correspondence 
between the primitive concepts of these two 
languages. 

The set (9 introduced in the axioms will consist 
in the case of the Hilbert-space formalism of all the 
self-adjoint operators representing the fundamental 
observables and of all Borel functions of these opera­
tors. If the spectral decompositions of the operators 
A . .. A are A - f+O> '\ dEll) ... A = 1, 11. 1 - -0) 1\1 A1' n 

f~: A"dE~:) I then we write for a vector '1' E :Je 
representing a pure state 

X Bn) = ('I' I E~~ ... E<;~ 1'1')· 
(2.7) 

In general, a physical state is represented in 
the conventional formalism by a positive-definite 
bounded operator U, with Tr U = 1, called the 
statistical operator or density operator. In that case 
we have the generalization of (2.7): 

P~';''';A'(Bl X '" X Bn) = Tr [UE~~ '" E1"!]. 
(2.8) 

It is obvious that the so defined set functions are 
finite and countably additive, and hence they 
uniquely deterroine28 a complex probability measure. 
It is easy to establish that the conditions of Axiom 
I are satisfied; e.g., 

Pt·:A.,. .. :AO(Rl X B2 X •.. X B,,) 

= P~':"'A'(B2 X ... X Bn) 

because Eii~ = 1. Similarly, Ax. I (2) is valid be­
cause the projections belong to the spectral decom­
position of a self-adjoint operator . 

To see that Axiom I (3) is satisfied, one has to 
take into consideration that compatibility between 
observables is expressed in the Hilbert-space for­
malism by commutativity between the correspond­
ing operators. A necessary and sufficient condition 
for bounded operators to commute is that their 
spectral projections commute29

; for unbounded oper­
ators, their commutativity can be defined only in 
terms of the commutativity of the corresponding 
spectral functions. 

Axiom 1(4) is obviously true because pt is a 

18 Ref. 21, Theorem A, p. 22 and Thoerem A, p. 54-
ag Ref. 25, p. 248. 
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positive probability measure for each self-adjoint 
operator A. 

It is obvious that, if i'1 and i'2 differ only in a 
phase factor and therefore represent the same pure 
state, then for each (All ... A,,) E 0, 
P!:;"';A"(B1 X ... X B,,) 

and hence Pi', = P i'o' However, it is not obvious 
that the above relations (valid for any A E 0) are 
sufficient to guarantee the identity of the two rays 
in X satisfying them, or that the relations (2.8) 
will uniquely define a statistical operator U. This 
will be demonstrated in the course of showing that 
the language introduced by our axioms is equivalent, 
with the addition of some hypotheses, to the Hilbert­
space formalism. At this stage, we only conclude 
that the identity of physical states defined in the 
Hilbert-space formalism fulfills the requirement of 
Axiom II. 

Axiom III is certainly fulfilled, because the spec­
tral decomposition of a self-adjoint operator is 
unique, and hence, if A1 = A 2 , then E11) = E12

) for 
any B E ru1

•
30 It can be readily seen that Axiom III 

also guarantees the identity of two self-adjoint oper­
ators satisfying it. Assume first that we deal with a 
case without superselection rules. Then, if we deal 
with a complete set 0° = {A, B, ... } of commuting 
observables with discrete spectrum, 

X ({a') X {b'} X ... X B X {a} X {b} X ... ) 

X ({ a') X {b'} X ... X B X {a} X {b} X ... ) 

can be written as 

(i'l Eta'JEfb'J ... E~'EtaJEfbJ ... Ii') 

= (i'l Eta'JEfb'l ... E;oEtaJEfb I ••• Ii'). (2.9) 

If we choose Ii') = 2- t ( la, b, ... > + la', b' ... » 
in the case when (a, b, ... ) ~ (a', b', ... ), then 
(2.9) becomes 

(ab .. ·1 E~' la'b' ... ) = (ab .. ·1 E~o la'b' ... ). 
(2.10) 

Such a choice of Ii') is permissible if we assume that 
each Ii') E X represents a physical state, i.e., that 

aD In the case of unbounded operators, the identity of two 
self-adjoint operators representmg observables should be 
defined in the rigorous mathematical sense and should imply 
equality of domains of definition as well as equality in the 
taken values. 

we do not deal with superselection rules. From 
(2.9) it follows that (2.10) is true even when 
(ab ... ) = (a'b' ... ), and hence we can conclude 
that E;' = E~o, B E rut, or A1 = A 2 • 

In case of a theory with superselection rules, we 
can carry out this reasoning for each coherent sub­
space Xi in which X splits because of the super­
selection rules. As each self-adjoint operator A rep­
resenting an observable has to leave each coherent 
subspace invariant, the self-adjoint operator Ai in­
duced in Xi by A is determined in this way. 

Axiom IV can always be introduced in defining 0 
in terms of 0', because the Borel function of a self­
adjoint operator is both a well-defined concept and 
a self-adjoint operator whose spectral function satis­
fies (2.5). 

Axiom V is not peculiar of the Hilbert-space 
formalism. However, it is characteristic of all present 
quantum theories that 0 is constructed out of a 
set O~ of fundamental observables from which it is 
very easy to pick a fundamental set 0', i.e., a subset 
of O~ containing only Borel-independent observ­
ables.31 All the other observables are then defined 
as Borel functions of the observables in 0'. 

To show that Axiom VI is satisfied by the Hilbert­
space formalism, we need a somewhat longer argu­
ment. 

In the Hilbert-space formalism, the general form 
of a physical state (pure state or mixture) is the 
following: Given any complete orthonormal basis 
Ii'.), i E I in X (I contains an enumerable number 
of elements because in the conventional formalism 
X is supposed to be separable), any bounded operator 
of the form L:'EI 1i'.)t.(i'.1 with L:'EI t. = 1 rep­
resents a physical state, where 1i'.)(i'.1 denotes the 
projection operator on the one-dimensional space 
determined by Ii'.). It is easy to see that the sta­
tistical operator L:'EI 1i'.)t.(i'.1 is positive-definite 
and that its trace is equal to one. Hilbert has shown 
that any self-adjoint positive-definite operator U 
with a finite trace (and therefore bounded) has a 
discrete spectrum. The detailed prooe2 shows that 
if the operator is positive definite and its trace is 
equal to one, then its spectrum is of the form 
t1 > t2 > t3 > "', where 0 :::; tk :::; 1, k E K.33 

31 We can clarify the difference between eol and an el on 
the example of a free electron: eo' can consist of all components 
of the momentum, all space coordinates, etc., while el contains 
only the components of the momentum along a certain set of 
axes, the posltion coordinates along that set of axes, etc. 

at J. von Neumann, Mathematical Foundation8 of Quantum 
Mechanics, translation by R. T. Beyer (Princeton University 
Press, Princeton, 1955), p. 189. 

aa K contains a finite or denumerable number of elements. 
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Hence such an operator can be written in the form 
U = LI<EK tleEk, where Ek is the projector corre­
sponding to the eigenvalue tk •

34 

In general, we are dealing with superselection rules 
which, in the present quantum mechanical theories, 
require a decomposition of the Hilbert space X into 
a direct sum 

(2.11) 

where J contains, because of the separability of X, 
only a denumerable number of elements. Only the 
vectors belonging to a coherent subspace Xi rep­
resent a physical state. 

If we impose on the previously considered positive­
definite operator U, with Tr U = 1, the additional 
condition that it has to commute with each of the 
projectors E(X,), j E J, on the coherent spaces 
Xi' then we can write U in the form 

(2.12) 

As [U, E(Xi)]_ = 0 we have also [Ek , E(Xi )]- = 0 
(j E J, k E K) and therefore each E(Xi)Ek is a 
projection operator. In each of the subspaces X il 

corresponding to E(Xi)Ek , we can choose a complete 
orthornormal basis 1'!F;kl), l E L n" each l'!Ficl) rep­
resenting now a pure physical state. We can now 
write (2.12) in the form 

U = L L L l'Vile!} tiki ('Vml, (2.13) 
iEJ JoEK 1EL/l 

where tiki = tk , j E J, l E L ik• Besides 

E tiki = Tr U = 1. 
i,k .1 

formalism. In a similar manner, we can decide about 
the second part of Axiom VI. 

In order to establish that Axiom VII is a true 
statement in the case of Hilbert-space formalism, 
consider first the case without superselection rules. 
Then the set S of all physical states can be identified 
with the set of all normed positive linear functionals 
on the C*-algebra >B(X) of all bounded operators 
on the given Hilbert space X.35 This set is closed 
in the weak topology in S because the weak limit of 
any sequence of normalized linear positive function­
als is again such a functional, and therefore, with the 
help of a theorem of Gleason,36 we can easily con­
clude that it uniquely determines a density operator, 
i.e., a physical state. The more general case with 
superselection rules can be reduced to the previouB 
case in each coherent subspace Xj(X = E!3l;Xi ). 

The fact that the Hilbert-space formalism is in 
accordance with Axioms VIII and IX is too obvious 
to be considered in any detail. 

3. MISCELLANEOUS THEOREMS DIRECTLY 
DEDUCIBLE FROM THE AXIOMS. 

3.1. The set of questions. 

One of the basic concepts in some other axiomatic 
formulations36 of quantum mechanics is the concept 
of question. 

Definition: A question is an observable with a 
pure point spectrum concentrated in two points: 
o and 1. 

The first obvious consequence of this definition is 
the following proposition. 

Hence we have proved the following proposition. Proposition 1: If q is a question, then 

of pa;~;S(B' X to} X B") + ph;$(B' X {I} X B") Proposition: Each positive-definite operator 
trace equal to 1 which leaves invariant each coherent 
space of the decomposition (2.11), i.e., commutes 
with each E(X;), j E J, represents a physical state 
in the conventional Hilbert-space quantum mechan­
ical theories, and therefore can be called a statistical 
operator. 

This proposition shows that if U1 and U2 are 
statistical operators, then tUI + (1 - t)U2 , 0 ~ 
t < 1 is a statistical operator, too. It can be easily 
ch-;cked, by using formula (2.8), that if U1 an.d U2 

determine the complex probability measures P~ and 
pA respectively then tUt + (1 - t)U2 determines 2,. A 1 
the complex probability measure tP~ + (1 - t)P 2' 

Hence Axiom VICl) is obeyed by the Hilbert-space 

== p& ;SCB' X B") 

for any~, ~ E 0, Bf E ma, B" E m$. In particular, 

r({o}) + rOI}) = 1. 

This proposition is an evident consequence of Axiom 
1(1). 

Proposition 2: An observable 0: is a question if 
and only if 0: = 0:

2
, i.e., the set of questions coincides 

with the set of indempotent elements of 0. 

85 We can establish this by using, for example, a theorem of 
A. M. Gleason, J. Math. Mech. 6, 885 (1953)-at least 
when we are dealing with a separable Hilbert-space x. To 
apply such a theorem, we have to take into consideration that 
each normed positive functional f(A) on IB(X) is bounded 
(Ref. 25, Sec. 10.4, Proposition I) and therefore continuous. 

a& See Refs. 7, 9, 10, 11. 
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Proof: If a is a question, then the spectrum of 
a 2 is obviously concentrated at 0 and 1, because, if 
0, 1 EE B for some B E CB\ then 0, 1 EE rl(B), 
where t(X) = A2. Hence o? is a question too. 

Assume that a = a
2

• Then, by the definition of 
f(a) = a2

, for any open interval I = (1, Xo), Ao > 1, 
we have 

pa'(!) = pa(/' V I") = pa(I') + pa(I"), (3.1) 

where l' = (1, Xi), I" = (-xi, - 1). But, as a = a 2
, 

we have, on the basis of Axiom II, that pa (I) = 
P""(I) and therefore 

pa«_co,O» = pa'«_co, 0» = 0 

because a 2 has a positive spectrum. Hence, pa (I") = 0 
and (3.1) becomes 

o = pac!) _ pac/,) = pa(I - I'). 

This means that pa«xt Ao» = 0 for any Xo > 1 and 
therefore pa«(I, + co» = pa(V;:_o> (21/n, 21/n+l]) = 
~+., pa«21/n 21/n+I]) = 0 .L-Jn--ce , . 

In a similar manner, we conclude that, for 
any 0 < A < 1, pa«(o, xt» = pa«( -Xt, 0» + 
pa«o, + Ai» = pa'«(o, X» = P"'«(O, X», and 
hence P"'«X, Ai» = O. As this is true for any 0 < 
A < 1 we get P"'«O, 1» = 0 because (0, 1) can be 
written in the form of a countable union of intervals 
(A, At). Thus, we have proved that P"'« - co, 0» = 
P"'«(O, 1» = P"'«I, + co» = O. Q.E.D. 

Many axiomatic systems37 are based on the pos­
sibility of introducing a partial ordering in the set 
~ of all questions. This partial ordering in ~ is 

always achieved38 by defining ql ~ q2 if and only if 
p.' ({ I}) ~ pa. ({1}) for all PES. However, in our 
case the axioms of Sec. 2.2 are not sufficient to 
guarantee that the equality of two questions in­
troduced by such a partial ordering (i.e., ql = q2 if 
ql ~ q2 and q2 ~ ql) coincides with the definition of 
identity of two observables introduced by Axiom 
II. We can easily check this on an example. 

We can build a very simple language obeying 
Axioms I-IX by starting with a fundamental set 
e' consisting of only two questions, a and {3. A 
physical state P is determined by any given com­
plex probability measure P"';~ so defined at the 
points (0, 0), (1, 0), (0, 1), and (1, 1) of the spectrum 
S ('" ;~> that the following conditions are fulfilled: 

P"';~({I} X {O}) = P"';~({O} X {I}), (3.2) 

P"';"'({O} X {I}) + 2P"';~({0} X {I}) 

rT See, e. g., Refs. 9, 10. 
88 Ref. 9, p. 64. 

+ P"';I1({I} X {I}) = 1. 

Having determined S this way, we can define e 
by taking all functions of a and (3. It is trivial to 
check that all Axioms I-IX are satisfied by this 
formalism. On the other hand, P"'({I}) = pll({I}) 
but obviously a *' {3. 

The conclusion is that, at this stage, the Axioms 
I-IX allow much more general structures than the 
axioms of the approaches which make use of quan­
tum logics. Nevertheless, as mentioned in the intro­
duction, simple physical interpretations can be as­
signed even to such general structures. 

According to Axiom V, given a fundamental set 
e/, we can write each question q as a function of a 
compatible finite number of observables belonging 
to e'. Of course, though not possible in general, we 
can introduce in each set ~(&) of questions which 
can be written as functions of the same n-tuple & 

of compatible observables from e' all the fundamental 
concepts employed in the quantum logics. Thus, 
we introduce in each ~(&) a partial ordering by 
writing ql ~ q2 for some ql, q2 E ~(&), if and only 
if pa' ({ I}) ~ pa' ({ I}) for all PES. It is straight­
forward to check that we are dealing with a partial 
ordering indeed. 

We can define an operation of involution q --+ q' 
in each ~(&) by defining q' as that question of ~(&) 
for which P··({I}) = 1 - pa({I}) for all PES. 
It will soon be clear that q' really always exists. 
Further, we will say that two questions ql, q2 E ~(&) 

are orthogonal, writing ql 1. q2, if and only if 
pa'({I}) + pa'({1}) ~ 1 for all PES. 

We will now deduce a few easy results concerning 
questions which will be found useful in later develop­
ments. They are mostly a weaker counterpart of 
assumptions made in other axiomatic approaches.9

•
1o 

Given compatible observables ai, ... an, it is 
clear that the characteristic function x;·····"'·(~), 
~ E R("'·· .. ·"'·>, of a Borel set B E CB(""· .. ·"'·> de­
fines a question q = x;,· .. ·"'·(&), & = (ai' ... an). 
Vice versa, according to Axiom V, each question q 
has to be a function x(&) of a finite number of com­
patible observables & belonging to a fundamental 
set of observables e'. As the spectrum of a question 
consists only of 0 and 1, this function x(~), ~ E R & 

can take on only the values 0 and 1 and therefore 
is a characteristic function of a set B C R &; as x, 
by definition, is a Borel function, B has to be a Borel 
set. In general, if the spectrum of & does not coincide 
with R &, there will be many Borel sets in R & cor­
responding to q. 

Proposition 3: To each question q and each funda­
mental set e' of observables corresponds at least one 
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n-tuple & of compatible observables from 0', and 
one Borel set B in R II, which are such that q = 
x! (&), where x!(~), ~ E R & is the characteristic 
function of B. If q = Xll(&), & E e, there is a Borel 
set B. in R& which corresponds to q, i.e., q = x!(&), 
and which is contained in any other Borel set from 
R & which corresponds to q; B. will be called the 
minimal Borel 8et corresponding to q. 

The first part of the proposition has been elab­
orated earlier. We proceed with the proof of the 
existence of B •. 

Proof: Introduce a partial ordering in the family 
5'~ of Borel sets corresponding to q by the relation 
of set inclusion. We will establish that the conditions 
of Zorn's lemma are fulfilled by showing that for 
any linearly ordered sets B1 ~ B2 ~ ... from 5'~, 
the set B = ('1;-1 Bk belongs again to ff~. To this 
purpose, we have to demonstrate that 

ph 8t ;8"(B' X B X B") = pS';.;S"(B' X {l} X B") 

for any PES, S', S" E e, and B' E (5?,s', B" E (5!:,s". 
But this is a consequence of continuity from above39 

of the complex probability measures pS';II;a" be­
causeP8';.;8" (B' X {I} X B") = p8';&Y'(B' X 
B1 X B") = pS';&.;8"(B' X B2 X B") = .,. ,and 

B' X B X B" = lim B' X Bk X B", 
k-+oo 

where B' X Bk X B" is a monotonously decreasing 
sequence. 

The conditions of Zorn's lemma are therefore 
satisfied because B is the greatest lower bound of 
B 1, B2 , ••• E ff~. Hence, there exists a greatest 
lower bound B. of the set ff~. We will show that this 
greatest lower bound is unique and therefore satisfies 
the conditions stated in the proposition. 

To show that B. is unique, assume that there is 
another greatest lower bound B! ~ B •. In that case, 
obviously the relations B! C B. or B. C B! are not 
possible. Then B! - B. and B. - B! are not empty. 
From 

we obtain 

P"(B. - B!) = P"(B! - B.), PE S. (3.3) 

Therefore, either both sets B. - B; and B; - B. 
are zero sets or both are nonzero sets. Because of 
Axiom IX, the second possibility is excluded. 
Namely, if B. - B; is a nonzero set, then there is a 
PI E S such that 

all Ref. 21, p. 39. 

(3.4) 

For this PI, (3.3) is not true, because if it were, we 
could conclude from (B. - B!) (\ (B! - B.) = ro 
and from (3.4) that 

P~«B. - B.) V (B! - B.» = 2P~(B. - B!) = 2, 

which is impossible. 
Thus we showed that B. - B! is a zero set. This 

means that B. - B! is empty; namely Axiom VIII 
requires40 B' X (B. - B!) X B" to be a zero set 
too for any B' E ffi8', B" E ffia" and therefore 

ph&;P"(B' X (B. (\ B!) X B") 

= ph&';S"(B' X B. X B") 

= phd"(B' X {I} X B"). (3.5) 

Relation (3.5) shows that B. (\ B! belongs to the 
question q too; because B. is the greatest lower 
bound in ff~, this is possible only if B. - B! = ro. 
In a similar manner we can show that B! - B. = ro 
and therefore B. = B!. Q.E.D. 

We have to remark, concerning the proof of 
Proposition 4, that the use of Zorn's lemma is 
unavoidable. If we would consider without further 
arguing that ('IBE".exP& B represents our B., there 
would be no other way to show that this is a Borel 
set at all and that it corresponds to q. 

We also note that Axioms VIII and IX have 
played an essential role in proving this proposition. 

Proposition 4: If q1 ..L q2, q1, q2E Q(&), where 
& E e and {&} = C, then B., (\ B •• = ro. 

Proof: Assume that B., (\ B •• ~ ro and that it 
is not a zero set. Then, according to Axiom VIII, 
there is a PI E S such that P~(B., (\ B •• ) = 1 
and, therefore, 

P~'({ll) + P~'({ll) 
= P~(B.,) + P~(B •• ) ~ 2P~(B., (\ BQo) = 2. 

This contradicts q1 ..L q2' Hence B .. (\ B •• is a zero 
set. This implies that B., (\ B •• is empty; otherwise 
we could conclude, by the same reasonings as in 
(3.5), that B .. - (B .. (\ B •• ) belongs to q1 and 
B •• - (B., (\ B •• ) to q •. If B .. (\ B •• ~ ro this 
would mean that B., and B •• are not the minimal 
Borel sets belonging to their respective questions. 

Q.E.D. 

.0 Strictly speaking, Ax. VIII requires that B' X (Bq - B.1) 
X B" is of the form BI X ... XB" and similarly for B. - B.l; 
but this is sufficient to guarantee the validity of our con­
clusions because (lI1 X '" X (lI1 (n-times) generates the 
Boolean u-algebra (lI". 
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We can now easily prove a weaker form of 
Mackey's fifth axiom (Ref. 9, p. 64). To that pur­
pose we define the orthogonal sum ql EB q2 EB ... of 
an at most denumerable number of mutually orthog­
onal questions ql, q2, ••• as that question q for which 

P"( {I}) = :E p.l( {I}). 
k 

Proposition 5: If ql, q2, qa, ••• is a set of mutually 
orthogonal questions which can be considered to be 
functions of the same set {~}, ~ E e of compatible 
observables, then their orthogonal sum q = ql EB 
q2 EB . .. exists. 

Proof: Denote by q the question x!(~) belonging 
to B = B., V B •• V .... .AiJ on the basis of Prop­
osition 4, B., (\ B.I = fZf for i ~ j, we have 

pp. ;. ;P" (B' X {I} X B") 

= pP';&;P"(B' X B X B") 

= t ph&;S'''(B' X B" X B" 
"-1 

= t phOl;S"(B' X {I} X B"). 
k-l 

This means that q = ql EB q2 EB ..•. Q.E.D. 

3.2. The algebras of compataole observables. 

We say for a subset e of 0 that it is a set of com­
patible observables if any finite number of elements of 
e are compatible. We will denote by::re the family of 
all sets of compatible observables. 

Proposition 1: Each observable belongs to a max­
imal set of compatible observables; therefore 0 = 

Veemtee. 
Proof: The relation of set inclusion introduces a 

partial ordering in the set ::r~ of all sets of compatible 
observables which contain the observable a. If 
el C e2 C ... is a linearly ordered set, then 
e = V:-l ek belongs to ::r~. Namely, if ai, .. , a" E e, 
then, for each r = 1, ... n, there must be a ek • 

containing a,. Then ai, ... a, E e" if k ~ 
max {kJ, .,. k .. } and, therefore, {ai, ... an} = C. 
.AiJ this is true for any ai, ... an E e and any n = 
1, 2, ... , and as a E e, it follows that e E ::r~. 
Hence, any linearly ordered family of sets in ::r~ has 
a least upper bound. Thus, according to Zorn's 
lemma, there is at least one maximal element ea of 
::r~. ea is also a maximal element of ::re, because if 
el ::> ea

, el E ::re, then a E el and therefore 
e l E ::r~; thus e l = e". Q.E.D. 

Proposition 2: Each maximal set of compatible 
observables becomes a commutative real algebra if 
the operations of addition, multiplication, and scalar 
multiplication are defined by the respective Borel 
functions a + {3, a{3, Ca (c is a real constant) of 
a, {3 E e. 

Proof: The functions f (A, J') = A + J' and g (A, 1') = 
AJ', A, J' E R\ are Borel functions on R2 while h(A) = 
CA, A E R\ is a Borel function on Rl (c is a real 
constant). Therefore, f(a, (3) = a + (3, g(a, (3) = 
a{3, and h({3) = Ca are well-defined observables for 
any a, {3 E e if e E ::r" If e E file, then a + {3, a{3, 
Ca E e for a, {3 E e, because {a + {3, ai, ... an} = 
C if {a, ai, ... a,,} = C and {{3, ai, .,. a .. } = C, 
and similar statements are true for a{3 and Ca. It is 
obvious that the operations of addition and multipli­
cation are commutative, because we have for the 
scalar functions A + J' and AJ' that A + I' = I' + A 
and A J' = J'A. If we choose the two questions qO and 
ql defined by 

pS';.·;S"(B' X {I} X B") = 0, 

ph.' is" (B' X {I} X B") = pS' is" (B' X B"), 

P', p" E e, B' E (il, 
to represent the zero and unity of this algebra, 41 

it is easy to check that all the axioms of a commuta­
tive algebra are fulfilled. Q.E.D. 

We will now consider the set 0 b of all bounded 
observables. An observable is called bounded if its 
spectrum is a bounded set in R'. The bound Iiall of a 
bounded observable a is the least upper bound of 
the absolute values of the elements of R' belonging 
to the spectrum of a, i.e., Iiall = SUP~es (a) IAI. 

We will denote by ::r: the family of all sets of 
compatible bounded observables, and by fil: the 
family of all maximal sets of compatible bounded 
observables; it should be understood that a maximal 
set of compatible bounded observables is maximal 
in ::r:. 

In a completely analogous manner as for observ­
abies in general, we can prove the replica of Prop­
osition 1 for bounded observables . 

Proposition 3: Each bounded observable belongs 
to a maximal set of compatible bounded observ­
abIes; therefore 0 b = Veemt:e. 

f1 Such questions certainly exist in 0. Namely If .. x. "'(a) 
and ql = XR' "(a) for any a E 0, where x. "(X) "'" 0, XR' "(X) iii 1, 
X E RI are the characteristic functions of the empty set and of 
the real line. 



                                                                                                                                    

AXIOMATIC QUANTUM MECHANICS 1067 

Proposition 4: Each maximal set of compatible 
bounded observables e becomes a normed commuta­
tive real algebra if the operations of addition, mul­
tiplication, and scalar multiplication are defined by 
the respective Borel functions a + 13, af3, Ca of 
a, fJ E e, and if we take for the norm of a E e 
the bound lIall. 

Proof: Once we notice that the questions qO and 
l defined by (3.1), are bounded observables (as 
any question is), the proof that e is an algebra pro­
ceeds along the same line as the proof of Proposition 
2. The only new feature is introduced by the norm 
Hall (a E e). 

Obviously lIall ;::: 0; if Hall = 0, then the spectrum 
Qf a is concentrated at 0 and therefore a = qQ. It 
is also obvious that IIqlH = 1. 

The fact that IIcall = Icillall is easy to establish. 
The relations Iia + 1311 ~ Hall + 111311 and lIafJll ~ 
lIall IIfJll are consequences of the fact that the rela-
tions IA + III > Hall + 111311 and IAIlI > I/all 111311 
cannot be satisfied with values of IAI ~ Iiall and 
IIlI ~ IlfJII· Namely, if B E m(a+P) does not contain 
any points v, Ivl ~ !Iall + 111311, then the set rl(B), 
f(A, Il) = A + Il, will not contain any points of 
SCI X S$ and hence it will be a zero set; similarly for 
.afJ. Q.E.D. 

We have to stress that we do not claim that the 
sets e E mr: are Banach algebras. The question of 
-completeness of eb in the given norm is of no interest 
to us for the time being. 

3.3. The formulation of the axioms in terms of 
fundamental sets of observables. 

In this subsection, we will reformulate some of our 
axioms in a logically equivalent way, with the help 
Qf the concept of a fundamental set of observables; 
in the following, e' will denote any fundamental set 
-observables. 

Proposition 1: Two physical states PI, P 2 are 
identical, PI = P 2, if and only if 

for any given 131, ••• 13 ... E e. Therefore, 

P~':"';/3"(Bl X ... X Bm) 

= P:':"';13"(BI X •.. X B",) (3.7) 

follows from (3.6), because (3.7) can be written in the 
form: 

X (f-;I(B1) X ... X r;,t(B",». 

According to Proposition 2, Sec. 2.2, (3.7) implies 
PI = P2 • Q.E.D. 

Using similar arguments we can prove easily the 
next two propositions. 

Proposition S: Two observables a, 13 are identical 
if and only if 

X (B{ X ... X m X B X B:' X ... X m') 

X (B{ X ... X B, X B X m' X ... X B~') 

for any Wi, •.. W:, wi', ... W~' E ei, B, B{, ... B~, 
Bi', ... Bf' E m\ k, l = 1,2,3, .... 

Proposition 3: A sequence PI, P2, ••• of physical 
states is a Cauchy sequence if and only if 

IP!(B) - P!(B) I < E for m, n > No(E, P) 

and for any dE el, BEmA. (See Ref. 42.) 

3.4. The relation of questions to other observables 
and to physical states. 

For questions we can prove some statements which 
in forms resemble very much the propositions of the 
preceding subsection. 

. Proposition 1: Two physical states PI, Pi are 
identical if and only if 

(3.6) P~':"':h({l} X •.. X t1}) 
BE 

p:' .... aA(B) = P;" ... ao(B) 

for any all ••• all E e', n = 1, 2, 
m(Qs.····a ft ). 

Proof: The necessity is obvious because of Axiom 
II and because e' C 0. 

To establish the sufficiency, it has to be noticed 
that according to the definition of a fundamental 
set, we can write 

131 = Ma~l), ... al!», ... 13 ... = fm(aim
), ••• ai:», 

(3.8) 

for any ql, ... q .. E ~,n = 1, 2, ..•. 

Proof: It is obvious that (3.8) is necessary for 
P l = P 2 to be true. 

As we can write the relation 

., 01 denotes the set of all (011, ••• 01,,), at, ... anEe', 
n = 0, 1,2, . ". 
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x B .. ) 

= p;,; ... ;an(BI X ... X B .. ) 

in the form of (3.8) if we choose ql = x;~(al)' .. , 
q" = x~:(a,,). The sufficiency is proved on the base of 
Proposition 2 of Sec. 1.2. Q.E.D. 

It is as easy to see that the next two propositions 
are a restatement of Axioms III and IX. 

Proposition e: If a, {3 E 0, then a = {3 if and only 
if 
PIJ1';···;Clm';a;(l1";O •• ;<l,," 

X ({I} X .,. X {I} X B X {1} X ... X (I}) 
= pfll';···;<lm';/J;Ql";···icha" 

X({l} X .,. X {1} XBX {I} X ... X {II) 

for any qf, ... q:', qf/, ... q~' E Q, B E (BI. 

Proposition 3: If q is a question different from the 
null-question, i.e., if r({l)) ~ 0 for some PES, 
then there is a PIE S such that P~ ({ 1}) = 1. 

3.5. Properties of the spectrum of observables. 

Proposition 1: A Borel set B in R tI which does 
not contain any points of the spectrum, i.e., 
B n s<a) = 0, is a zero set. 

Proof: For each A E B, we can find a zero open 
interval 1(50.) containing A; otherwise, if such an 
interval does not exist, then A E s<a), contrary to 
the assumption. 

Denote by CR(B), the family of Borel sets consisting 
of a countable union of intervals 1(50.), A E B. Each 
set of this family is a zero set because of the countable 
additivity of each complex probability measure 
pll, PES. The least upper bound of any linearly 
ordered family of sets in CR(B) (ordered by inclusion) 
obviously belongs to CR(B) on account of the con­
tinuity from below of each pll, PES. Therefore, 
according to Zorn's lemma, there is a maximal ele­
ment Bo in CR(B). B is a subset of Bo because, if 
A E B and A EE Bo, then Bo V leA) ~ Bo and 
Bo V leA) E CR(B); hence Bo would not be maximal. 

But Bo is a zero set because it belongs to CR(B) 
and therefore each of its Borel subsets B ', including 
B, and all the subsets of B, have the property 
p tl (B') = 0, PES. Hence B is a zero set. Q.E.D. 

It will be found useful to have a somewhat dif­
ferently formulated version of this proposition which 
implicitly takes Axiom IX into consideration. 

Proposition e: Two Borel sets B I , B2 E (Btl are 
equal modulo S if and only if their symmetric dif-

ference does not contain any points of the spectrum 
of &, i.e., (BdlB2) n Stl = J2f. 

Proposition 3: If {&} = C, then each ptI, PES, 
is different from zero on an at most countable num­
ber of points belonging to the point spectrum S!. 

Proof: Assume that P&({A}) > 0 for an uncount­
able number of A E S tI. Consider the number of 
such A's for which pactA}) is in the intervals 
(t, 1], .,. (lin + 1, lin], .... There has to be at 
least one such interval, say (llno + 1, 1Ino], such 
that there is an infinite number of A's from S& for 
which 11no + 1 < pa({A}) :::;; 11no (otherwise the 
number of A's from Sa for which P&({A}) > 0 
would be enumerable). But this means that 
P&(Ra):2: LXEs."P&(lA)) = +00, which is con­
trary to the request (Sec. 1.2, Proposition 2) that 
PII(RIl

) = 1. Q.E.D. 

Proposition 4: The spectrum Sa of an ordered 
finite set & of observables contains the union of all 
carriers of all complex signed measures pa for all 
PES, i.e., VPES carr pa C Sa, where carr pa 
denotes the carrier of pa. If VPES carr P& is a 
closed set, then Sa = VPES carr pa. 

Proof: According to the definition, the carrier 
of a measure pa is the complement of the maximal 
open set which is zero with respect to P&. 43 Hence, 
if A E carr Pa, then, each open interval containing 
A cannot be a zero set with respect to Pa, because, if 
such an open interval would exist, it would neces­
sarily be a subset of the maximal open set which is 
zero with respect to p il and, therefore, A could not 
belong to carr pa. We conclude that A E Stl. As our 
reasoning applied to any Pa, PES and any A E 
carr Pa, we can write VPES carr p tl C Stl. 

To show that Sil C VPE3 carr ptl when 
VPES carr pll is closed, we will prove that 

(VPES carr pll)' C (Sa)' 

(note that the fact that each carr ptl is a closed set 
does not imply that their union, in general infinite, 
is a closed set). If A EE VPES carr pa then, as (VPE3 
carr pll)' is an open set, there is an open interval 
leA) containing A and having no common points 
with VPEa carr pll. Therefore leA) is a zero set with 
respect to all pll; this means that 1(50.) is a zero set 
in R a• Hence A EE sa. Q.E.D. 

Propositions 3 and 4 are more interesting because 
of what they tacitly suggest: Namely, that the pos-

43 Ref. 25, p. 279. 
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sibility that the point spectrum of some observables 
contains an uncountable number of points and the 
possibility that Sa ~ UPES carr p&. are not excluded 
by the axioms. 

It is easy to construct simple examples to show 
that. 

Example 1 (showing that the point spectrum can 
contain an uncountable number of points). Choose 
a fundamental set 0' consisting of only one observ­
able a. Take for S(u' any uncountable subset of RI. 
Define S as the convex set generated by the set of 
pure states. Each pure state P is defined by the 
measure PU({X}) = 1 for some X E S(u'. It is easy 
to see that all axioms of Sec. 2.2. are obeyed by 
such a language, many of them in a trivial fashion. 
However, S(u, is a pure point spectrum with an 
uncountable number of points. 

Example 2 (showing that it can happen that S(U, ~ 
VPES carr P&). Take, as in the preceding example, 
an 0' consisting of only one observable. Choose an 
infinite subset S of Rl which has an accumulation 
point Xo. Construct S as the convex set generated 
by the set of pure states defined by 

So = {p:pU({X}) = 1, XES - {Xo}}. 

AI; S(u' is a closed set (Sec. 2.2, Proposition 5) we 
get s(a' = S, but UPES carr p&. = S - {Xo} and 
we have S(u, ~ UPES carr pu. 
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Another axiom has to be introduced to make the formalism given in Part I physically equivalent 
to the conventional Hilbert-space formalism. Then it is shown that, given a certain fundamental set 
of observables, a B·-algebra ~ can be built into which the set ~b of all bounded observables can be 
mapped injectively. The closure of the algebra generated by the image of ~b into ~ is ~ itself. A 
Hilbert space:;C exists into which the set So of all pure physical states can be mapped injectively. The 
closure of the subset of :;c which is the image of this mapping is :;c itself. The algebra ~ can be mapped 
in such a fashion into the C·-algebra S8(:;C) of all bounded observables that these mappings provide, 
essentially, just a translation of the original formalism in a Hilbert-space formalism. 

I. INTRODUCTION 

I N this paper, we investigate the relation of the 
formalism given in II to the conventional Hilbert­

space formalism. 
In the conventional Hilbert-space formalism, we 

deal with a Hilbert space X in which, in the general 
case when superselection rules might be present, only 
some of the vectors represent pure physical states. 
At present, it is considered that separable Hilbert 
spaces X with discrete superselection rules offer us 
sufficient generality. It is tacitly assumed that each 
vector in a coherent subspace of X represents a 
physical state and that each self-adjoint bounded 
operator on X, leaving each coherent subspace in­
variant, represents an observable. 

Both these assumptions are unnecessarily strong 
in so far as the physical content of a theory is con­
cerned. First, in the laboratory, we always make 
measurements and state preparation with a finite 
precision. As a consequence, from the theoretical 
point of view, we never determine only one physical 
state but rather a weak em'ironment of such a 
state.2 Therefore, it is sufficient to require that the 
vectors of a coherent subspace (representing physical 
states) form a subset dense everywhere in that 
subspace of some topology which is not weaker 
than the weak topology. 

Similar considerations apply to the set of all 
observables and lead us to the following definitions. 

A mapping a ~ ~(a) = A of the set 0 b of bounded 

• This paper is based, in part, upon the author's doctoral 
dissertation submitted to the Physics Department of Prince­
ton University, Princeton, New Jersey. 

1 E. Prugovecki, J. Math. Phys.7, 1054 (1966), previous 
paper, referred to as 1. 

2 These matters are discussed in detail in the first part 
of the author's Princeton Thesis (unpublished). These ideas 
are of the same type as the ones which lead to the concept of 
physical equivalence which plays a central role in the paper: 
R. Haag and D. Kastler, J. Math. Phys. 5, 848 (1964). 

observables into a Banach *-algebra is called an 
embedding of 0b into X if it fulfills the following 
conditions. 

(a) It is an injective mapping of 0 b into ~, i.e., 
a ~ {3 implies ~(a) ~ ~((3). 

(b) It maps isometrically each normed real algebra. 
e E mr!, determined by a maximal set of compatible 
bounded observables (see I, Sec. 3.2, Proposition 4), 
into a (not necessarily closed) real sub algebra of ~. 

(c) The closure, in some suitable topology which 
is not weaker than the weak topology, of any sub­
algebra of ~ which contains the image of 0 b in ~ 
is ~ itself. 

We do not require that the set 0 b is itself an 
algebra. Take, for example, two observables such as 
the position coordinate x and the corresponding 
momentum coordinate p,. along a certain axis rep­
resented (in a given theory) by the self-adjoint opera­
tors X = f:: AdEx and P,. = f:: p.dFp.. According to 
Axiom IV in I, we consider that, for any A and p., Ex 
and F", represent observables. It would be, however, 
completely redundant to enlarge our definitions and 
require that Ex + F", is an observable. Namely, there 
are no experimental procedures attached to Ex + F '" 
intended to measure it directly. The only roundabout 
way one can imagine of "measuring" Ex + F" 
would be to determine the physical state of the 
system by performing measurements on fundamental 
observables,3 and then to compute from the theory 
the mean "value" of Ex + F". However, the func­
tional and predictive role of the theory is deter­
mined by the knowledge of the physical states and 
fundamental observables. Therefore, the definition 
of algebraic operations between the elements of 
0b, in general, is a matter of convenience in which 
we have complete freedom as long as these opera-

a See I, Sec. 1. 

1070 
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tions retain their old meaning in the cases where 
they were already defined. Besides, we have to be 
-careful that our construction does not overburden 
the framework by introducing unnecessarily many 
redundant objects in the theory. All these require­
ments are met by the above-introduced concept of 

. " embedding." 
A Hilbert space JC (not necessarily separable) is 

-said to provide a representation of the quantum me­
·chanical language .£ (given by e and S obeying 
Axioms I-IX in I), if the set Ob of bounded observ­
abIes can be embedded in a closed sub algebra 21 
of the algebra 5B(JC) of bounded operators on JC, 
and, if there exists a mapping of the set So of pure 
physical states into JC such that the following con­
"<iitions are fulfilled. 

(a) The mapping of S into JC is an injective 
.mapping. 

(b) The closure of the linear manifold spanned by 
the image of S in JC is the entire Hilbert space JC. 

(c) If AI, ... An are the images in 5B(JC) of any 
n (n = 1, 2, ... ) bounded observables ai, '" an, 
respectively, and 'I' is the image in JC of the pure 
physical state P, then we have 

pcr';"';cr"(B I X ... X B,.) = ('1'1 E~: ... E~: 1'1') 

(1.1) 

for any B I , ••• B,. E mi. Here Et, ... E~: are the 
projectors of the spectral decompositions 

Al = i:= XI dEt, ... , A .. = i:= x,. dE::. (1.2) 

Our aim in the next two sections is to investigate 
under which conditions a Hilbert-space representa­
tion of the language .£, formulated in terms of our 
axioms, exists. The resulting central theorems are 
Theorem 1 in Sec. 2.3, Theorem 6 in Sec. 2.5, and 
Theorem 3 in Sec. 3.3. 

2. THE EMBEDDING OF THE SET OF BOUNDED 
OBSERVABLES IN A B*-ALGEBRAt 

2.1. The algebra ~1 (0') 

Choose a fundamental set 0' of observables and 
denote by f,l(O') the set of all questions of the form 
x;(a)(a EO', B E m(cr»). It is later convenient to 
have a shorter notation f,ll for f,l(e /), but it has to be 
remembered that such a d is always defined only 
in relation to a certain 0' which is then not explicitly 

, The terminology is the one used in C. E. Rickart, General 
Theory of Banach Algebras (D. van Nostrand1 Inc., New York 
1960). In this terminology, a Banach *-algebra, with the 
property Ilx*xll = IIxlis for each of its elements x, is called a 
B*-itlgebra. A Banach algebra of bounded operators on a 
Hilbert space is called a G*-algebra. 

displayed. We then say that f,l' is the family of 
simple questions relative to 0', because the concept 
of a simple question is again defined only in relation 
to a fundamental set of observables. 

We now consider the family a' of n-tuples 
(ql, q2, ... ), n = 1, 2, 3, '" , on f,l'. We define 
equivalence classes in a' by the following rules . 

Rule 1: If (q~, '" q~), (q~', ... q~') E a' are two 
n-tuples consisting of the same questions, then they 
are equivalent if the permutation 

( q~, ... q~) q{', .,. q~' 

can be written as a finite number of successive per­
missible inversions. 

Any inversion of two neighboring questions 

( 
... qi, qi+l, ... ) 
. .. qi+l, qi, .. . 

is called a permissible inversion if {q" qi+t! = C. 

Rule 2: Let (q~, '" qD, (q~', ... qf') E a' be any 
two ordered sets of simple questions. These two sets 
are considered equivalent if, after eliminating 
from both of them all questions which are equal 
to one modulo S, and after retaining the old order 
in the so derived subsets (q!, '" q!.) and (q~, ... q~.) 
of the original sets, then the sets (q!, '" q!.) and 
(q~, ... q~.) are equivalent according to Rule 1; 
i.e., ko = lo, they consist of the same observables, 
each kind of observable occuring the same number 
of times, and they can be derived from one another 
by permissible inversions. 

It is easy to see that Rules 1 and 2 really define 
equivalence classes, i.e., that 4 ,...., 4, 41 ,...., 42 imply 
42 ,...., 411 and 41 "" 42' 42 ,...., 43 imply 41 t'V 43 for 
any 4, 41, 42, 43 E a/. 

For reasons which become clear later, it is more 
convenient (and suggestive) to introduce a new 
symbol for the equivalence class of ordered sets 
containing the set 4 = (ql, '" qn), namely ql 0 ••• 

o qn' We call a symbol of the above form an ordered 
product of simple questions relative to 0', and the 
corresponding equivalence class represented by it 
is the class of equal ordered products. The family of 
all such equivalence classes is denoted by eP(e/) or 
shortly CP'. 

Two equivalence classes are of special importance 
to us: the zero equivalence class and the unit equiv­
alence class of ordered products. The zero equiva­
lence class consists of all ordered products containing 
at least one zero question. The unit equivalence class 
consists of the ordered products consisting of only 
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unit questions. The zero and unit questions (it 
is irrelevant for the purpose of this definition whether 
they are simple questions or not) are any qO and 
q\ respectively, defined in I, Sec. 3.2 in the course of 
proving Proposition 2. 

Consider now the family Cl X (p' of finite sets 
{(ar, Pr), r = 1, 2, ... p, p < + CD 1 of ordered 
pairs (ar, PT), where aT are complex numbers and 
PT are equivalence classes of ordered products, i.e., 
aT E ct, PT = qiT) 0 ••• 0 q~:) E (P', r = 1, ... p. 

The complex number aT in each ordered pair (a" PT) 
is called the coefficient of that ordered pair. 

We define equivalence classes in CI X (p' with the 
help of our next three rules. 

Rule 3: All ordered pairs (a, p), a E C\ P E (P', 
which fulfill at least one of the following two con­
ditions: 

(1) a = 0; 
(2) the equivalence class p of ordered products 

is the zero equivalence class of (P', 
are classified together into a subset of CI X (p' 

called the zero class of ordered pairs from C I X (P'. 
To each element p = {(ai, PI), ... (ap, pp) 1 of 

CI X (p' 5 we adjoin, with the help of the next rule, 
another element p = {(ai, PI), ... , (a~, p~) 1 having 
the property that all its constituent ordered pairs 
from C I X (p' do not belong to the zero class in 
CI X (p' and that PI ,.. ... ,.. p~. To each p E 
CI X (P', a certain P can always be adjoint with the 
help of Rule 4, and p is a set of ordered pairs from 
CI X (P' uniquely determined by p. Therefore such 
a p is called the standard form of p. 

Rule 4: To obtain the standard form p of an 
element p of CI X (P', replace each subset of p of 
all ordered pairs (having equal equivalence classes of 
ordered products) with a single ordered pair [which 
has as coefficient the (algebraic) sum of the coeffi­
cients, and as element from (p' the common equiva­
lence class of ordered products of the ordered pairs 
which it replaces]. To elaborate this first step, as­
sume that p is written in the form (to which, 
obviously, any p can be reduced): 

{(a ct) pW) .. . (a U ) pw) .... ·(a(~) p(~» .. ·(a(~) p(~') 1 
1 ,1, P1 , PI' ,1, 1, PIT' Pfl , 

(2.1) 

where pit) = ... p!~' = pm, ... , pi~' = ... = 
p!:' = p(~', and p U

', ••• p(~' are all different from 

i We consistently use the following notation: if S denotes 
any set, then the family of n-tuples (n = 0, 1, 2, ... ) of 
elements from S is denoted by S, while the class of finite 
subsets of S is denoted by S. Due to technical reasons in 
printing, for S = Cl X 15'1 the tilde symbol ,...., appears only 

above X, i.e., S = CI X 15'1. 

one another, i.e., pcP' ,.. p(p, for J.I. ,.. v, J.I., v = 
1, 2, ... u. Then the first step of our procedure 
consists in replacing p by 

{(aW ,p(1), ... (a(~',p(~')I, (2.2) 

where a(t) = ait) + ... + a!:', ... , a(~' = ai" + 
... + a!:'. 

The second step consists in eliminating from (2.2) 
all the ordered pairs (a (", P (r,) which belong to the 
zero class of C I X (pl. The resulting set of ordered 
pairs from CI X (pI is the element p of CI X (p' 

called the standard form of p. 

Rule 5: Two elements p', p" of CI X (P' are 
equivalent if the corresponding standard forms p' 
and p" are equivalent, i.e., if p' and p" are identical 
sets of elements from CI X (pl. 

It is easy to see that the" equivalence" relation 
introduced by Rule 5 can be used for defining equiv­
alence classes in Cl X (p' by grouping together in 
one class all the equivalent (according to Rule 5) 
elements of CI X (P'. We can do this because, evi­
dently, the "equivalence" relation introduced by 
Rule 5 satisfies the axioms of reflexiveness, symmetry 
and transitivity required for an equivalence relation. 

We denote the set of these equivalence classes by 
(R(e'), or shortened, by (R', while keeping in mind 
that the whole procedure depends on our initial 
choice of e'. An equivalence class of m'is represented 
with the help of any of its elements {(ai, PI), ... 
(a p , pp) I. For such an element, representing an 
equivalence class, a more convenient notation is 
introduced by writing {(ai, PI), ... (ap, pp) 1 in the 
form 

alPI EB a2P2 EB ... EB appp (2.3) 

or, sometimes, in the shorter notation 

EB arPr, aT E ct, PT E (P'. (2.4) 

Symbols of the form (2.3) and (2.4) are called 
polynomial forms on (p' or, when no ambiguities can 
arise, polynomial forms. 

The earlier introduced standard forms in C I X (p' 

written in this new notation are called standard 
polynomial forms on (pf or simply standard poly­
nomial forms. 

We need, for future use, the following notation: 
If p' = qf 0 ••• 0 q:' and P" = q{' 0 ••• 0 q~' rep­
resent two elements of (P', then the symbol p' 0 p" 
means the same and represents the same element of 
(P' as the symbol q{ 0 ••• 0 q:' 0 qf' 0 ••• 0 q~'. 
We express this notational agreement by writing 

p' 0 P" = qf 0 ••• 0 q!. 0 qf' 0 ••• 0 q~'. (2.5) 
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Lemma 1: Operations of addition and multiplica­
tion can be defined between the elements of m', 
and a "multiplication with scalar" operation of 
elements of m' with complex numbers can be defined 
in such a way that, with appropriate definitions of 
the zero and unity, all the axioms of an (in general 
noncommutative) algebra are satisfied. 

If a denotes any complex number and p, p', p" 
are standard polynomial forms over (p' representing, 
respectively, the elements A, A', A" of m', where 
p = alPl ffi ... ffi a.p., p' = a~ p~ ffi '" ffi a:,p:, 
and p" = a~'p~' ffi '" ffi a:~p:~, then the men­
tioned operations are defined in the following way: 

Addition. The sum A' + A" is the element of 
m' represented by the polynomial form (which is 
not necessarily standard) a~p~ ffi ... ffi a:,p:, ffi 
a~'p~' ffi ... ffi a:~p:~, which is also written in the 
shorter form p' ffi lip. Symbolically 

A' + A" 

= (a~p~ ffi ... ffi a:.p:,) + (af'p~' ffi ... ffi a;:p:~) 
= a~p~ ffi ... ffi a:.p:, ffi a~'p~' ffi ... ffi a~~p:~, 

(2.6) 

where it has to be clear, at least for the time being, 
that the polynomials in the parentheses of the left­
hand side of (2.6) are standard. 

Multiplication. The product A' A II is the ele­
ment of m' represented by the polynomial form 
(in general not standard) ffi:~l ffi:~l (a~a~')p~ 0 p~', 
which is also written in the shorter form p' 0 p". 
Symbolically: 

A' A" = (a~p~ ffi··· ffia:,p:,)(a~'p~'ffi'" ffia;:p~~) 

= a~a~'p~ 0 pf' ffi ... ffi a~a::p~ 0 P:: 

ffi ... ffi a:,a~'p:, 0 pf' 

ill ... ill a' al/p' 0 p" W W C7'1(fll.cr1 IT2' (2.7) 

where it is again self-understood that the expressions 
in the parentheses of the left-hand side of (2.7) 
are standard polynomials. 

Multiplication with scalar. The product aA is 
the element of m' represented by ffi:-l (a ar)Pr 
(a al)Pl ffi ... ffi (a a.)p •. Symbolically: 

aA = a(alPl ffi ... ffi a.p.) 
(2.8) 

= (aa1)Pl ffi ... ffi (a1a.)p •. 

The zero element 0 and the unit element 1 of 
algebra ?H1(e'), whose elements are the elements 
of m(e') and in which the operations are defined 
by (2.6), (2.7), and (2.8), are the equivalence classes 

in C1 X (P', i.e., elements of m(e'), defined in the 
following way: 

The zero element 0 of ?Hi6 is the equivalence class 
of C1 X (p' which contains sets consisting only of 
ordered pairs belonging to the zero class of Cl X (P'. 

The unit element 1 of ?Hi is the equivalence class 
of Cl X (p' which has as standard polynomial form 
over er the set pl = {(I, pl) I consisting of only one 
ordered pair, where pl is the unit equivalence class 
of ordered products. 

Proof: It is clear from the way we have defined 
the equivalence classes in Cl X (pr, i.e., the elements 
of mr, that to each element of m' belongs one and 
only one standard polynomial form. Hence, the de­
finitions (2.6), (2.7), and (2.8) determine uniquely 
the sum and product of two elements of mr (or, re­
spectively, the product of an element of mr with a 
scalar) as an element of mr. The only detail which has 
to be mentioned to make the validity of these state­
ments obvious is the evident fact that formula 
(2.5) defines the same element of (p' no matter 
what representative ordered products p', p" we 
choose to stand for the component elements of (P'. 
This remark makes the uniqueness of the product 
(2.7) quite obvious. 

Some of the axioms for an algebra can be now 
checked very easily in a direct way. From now on, 
we denote by A, B, C, ... the elements of ?Hi, i.e., 
the equivalence classes of Cl X (P', for which the 
operations (2.6), (2.7), and (2.8) are defined. 

To check that 

A +B = B + A, A, B E ?Hi, (2.9) 

we pick up the standard polynomial forms alP~ ffi 
... ffi a.,p:, and blP~' ffi ... ffi b •• p:~ representing 
A and B, respectively, and remembering that, ac­
cording to the definition of the elements of Cl X (pr, 

the two ordered polynomial forms alP~ ffi ... ffi 
a •• p:, ffi blP:' ffi ... ffi b.,p:~ and blPf' ffi ... ffi 
b •• p:~ ffi alP: ffi ... ffi a:,p:, represent the same 
element of m', i.e., of ?Hi. After taking into considera­
tion formula (2.6), (2.9) is obviously established. 

A similar reasoning helps us to prove that 

a(bA) = (ab)A, a, b E Ct, A E ?Hi. (2.10) 

The only additional detail to be taken into considera­
tion in proving (2.10) is that, if a ~ 0 and b ~ 0, 
then the fact that one of the polynomial forms 
(abal)Pl ffi ... ffi (aba.)p. and (bal)Pl ffi ... ffi 
(ba.)p. is standard implies that the other one is a 

6 In the same spirit as in similar previous cases, we introduce 
~/, as a shorter notation for ~l( 0 / ). 
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standard polynomial form too. The case that either 
a = 0, b = 0, or a = b = 0 is too obvious to be 
commented upon. 

However, already the relation 

a(A + B) = aA + aB, a Eel, A, B E ~i 
cannot be proven in such a straightforward manner, 
because, if p' and p" are the standard polynomial 
forms representing the equivalence classes A and 
B, respectively, then indeed ap' and ap" are also 
standard polynomials (for a F- 0), but p' EB p" is not 
in general a standard polynomial form and we do not 
know yet immediately whether a(p' EB p") repre­
sents a(A + B). (Remember that the expression 
aA is defined by (2.8) only when we take for the 
polynomial in the left-hand side, representing A, 
the standard polynomial form!) 

Our problems are easily solvable after we have 
proved the following lemma. 

Lemma 2: If p, p', p" (R(ef
) and a E et, then 

the polynomial forms on (5)', p' EB p", p' 0 p", and 
ap, defined from the polynomial forms p', p", and 
p by the formulas (2.12), (2.13), and (2.20), re­
spectively, represent the same equivalence class in 
(Rl as the polynomial forms p' EB p", p' 0 p", and 
ap, defined by (2.6), (2.7), and (2.8) from the 
standard polynomial forms p, p', p" corresponding, 
respectively, to p, p', p". 

Proof: Take p' and p" written in the form 

P' = {CaL pD, ... (a:" p;,)} 

= afpi EB ... EB a;,p:" 

p" = {(ai',pi'),'" (a;:,p;:)) 

= ai'pi' + ... + a;;p;:. 

(2.11) 

We denote by the symbol p' EB p" the following 
polynomial form on (5)' 1 

p' EB p" 

= aip{ EB ... EB a;,p;, EB ai'pi' EB ... EB a::p;: 
= {{(afpf), ... (a;" p;,), (ai'pi'), '" (a;:, p;:) n. 

(2.12) 

A careful study of Rule 3 should reveal that the 
standard polynomial form corresponding to (2.12) 
is the same as the standard polynomial form which 
corresponds to p' EB p". We will not dwell any 
longer on this case, but turn to the case of the prod­
uct p' 0 p", which possesses (besides others) all 

. ~ The two curly brackets on the right-hand side of (2.12) 
m~~te that we are dealing with an equivalence class con­
tairung as an element the set within the inner curly brackets. 

the features of the case of the sum p' EB p", only in a 
more complicated form. 

The symbol p' 0 p", in which p' and p" are the 
polynomials forms of general type (2.12), is defined 
to stand for 

p1. p. 

EB EB a:a~/p: 0 p~' = {{afar'pi 0 pi', ... 
,-1 ,-1 

(2.13) 

We have to show that (2.13) has the same stand­
ard polynomial form as the expression p' 0 p". 
With that purpose in mind, we write p' and p" 
in the form 

P' = ({ (a~t) , pit), ... (a!:), p!!», 

••. (ai a
) , pi"» ••• (a;:), p!:»} I, 

(2.14) 
P" = {{ (bill, rill), ••• (b!!), r!!», 

•. , (b(') reT»~ '" (b(') r(T»}} 
1 ,1, JI'", r.,. , 

where 
pit) = ... = p!~) = p(l), "', pi") = ... 

= p!:) = p(a}, r?) = ... = r!!) = r(1), ... 
riT) = .•. = r!;) = r(T), and p(1) F- pW 

for i F- j, r(i) F- r(f) for i F- j, (pil),··· p;:», 

(rill, "', r~'» E (5)'). This can always be done be­
cause it involves only the rearrangement of a finite 
set. 

The corresponding standard polynomial forms p' 
and pI! can now be written as 

p' = {{(ail) + ... + a!!},p(l), 
... (ai") + ... + a!:), pea}) I}, 

(2.15) 
p" = {{ (bil) + ... + b~!), r(l), 

... (M') + ... + b~:>, r(·»!l. 

To prove that p' 0 p" = p' 0 p", i.e., that p' 0 p" 
and p' 0 iF have the same standard polynomial 
form, we show the following: Take 

p = ({ ... ; (aiA), pO,», 

••• (akA), p(}.}) , (a(}.), p(}.»; •• ,11, 
(2.16) 

r = ({ ... ; (aiA) , p(}.», 

••• (akA), p().», (b().), p(}.» , (e(}.) , p(}.» i ... } L 

to be two polynomial forms on (5)', written in the 
same form as (2.14); in (2.16), all the ordered pairs, 
except the ones explicitly written, are the Same in 
p and r, and such that their corresponding equiva­
lence classes of ordered products p (1) , ••• P (}.-l) , 
p()'+ll, ••• p(") are different from p().) (as well as 
different between themselves). If further we have 
alA} = b(A) + e(}.>, then pop" = r 0 p", where p" 
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is the polynomial form given explicitly by the second 
expressions of (2.14). 

To see this, we consider in more detail the method 
of constructing the standard polynomial forms for 
pop" and If 0 p". This is done by grouping together 
ordered pairs having equal equivalence classes of 
ordered products: 

pO) 0 r(r,') = ... = p(ll 0 r(r.') = ... p(~) 0 r(r,A) 

= p(~) 0 r(r.
A

) = 

= p(,) 0 r(r.·) • (2.17) 

The coefficient, in the standard polynomial form 
corresponding to pop", of an ordered pair from 
CI X <pI belonging to an equivalence class of ordered 
products equal to (2.17), can be written, after some 
rearrangements, in the convenient form (in which 
the summands which do not correspond to A are 
not explicitly written, because they are obviously 
the same in pop" and If 0 p"): 

... + (a?) + ... + a?) + a(~»)[(W) + ... + b~:») 
+ ... + (b~") + ... + b~:»)] + ... ; 

p = K~, ... CAl = K:.. (2.18) 

The same object in the standard polynomial form 
corresponding to If 0 p" is (after suppressing, for 
the same reasons as before, the same summands): 

... + (a?) + '" + aY) + b(~) + c(~») 
X [(b~P) + ... + b~:») 
+ ... + (b~") + ... + b~:»)] + ... 

p = K~, '" CAl = K:.. (2.19) 

As we have assumed that a(X) = b(X) + c(X), (2.18) 
and (2.19) are obviously equal. Therefore, either 
both these coefficients are equal to zero and there­
fore the corresponding ordered pairs from CI X <pI 

do not belong to the standard polynomial forms for 
pop" and If 0 p" which we denote with (p 0 p") v 

and (If 0 p") v, or they are different from zero but 
equal. In any case, we are led to the conclusion that 
(p 0 p") v and (If 0 p") v are the same, and therefore 
pop" = If 0 p". Of course, the equality a(X) = 
b(~) + c(X) also guarantees that p = If. 

Comparing (2.14) and (2.15), we easily see that 
we can construct (in many ways) a finite sequence 
of polynomial forms PI, P2, •.• p" such that PI = 
p', P .. = p', and in which PHI stays in the same rela­
tion to Pk as P stays to If in (2.16). Then, we can 
write PlOP" = P2 0 p" = ... = P .. 0 p", i.e., 
p' 0 p" = p' 0 p". In a similar manner, we can show 

that p' 0 p" = p' 0 p" and therefore p' 0 p" = 
p' 0 p" = p' 0 p". 

Finally, in the last part of Lemma 2, the product 
ap, where 

p = {{ (ai, PI), ... (ap, pp)}} = alPI EEl ..• EEl appp, 

is defined as 

ap = {{(aal' PI), ... (aap, pp)}} 

= aalPI EEl ••• EEl aappp. (2.20) 

The fact that (ap) v = ap is too transparent to be 
considered in more detail. Q.E.D. 

With Lemma 2 proved, it is easy to finish the 
proof of Lemma 1. Let us show that 

(A + B) + C = A + (B + C), A,B, C E ~i. 
(2.21) 

Assume that A, B, C can be represented by the 
following polynomial forms, in respective order: 

PA = alP: EEl ••• EEl app~, 
PB = blP~ EEl ••• EEl b.p~, 
Po = cIPf EEl ••• EEl c.P~. 

Then, according to Lemma 2, (A + B) + C will 
be represented by 

CPA EEl PB) + Po 
= (alP: EEl ••. EEl app: + blP~ EEl .•. EEl b.p~) 

EEl (clPf EEl ••• EEl CTP~) 
= alP: EEl ••• EEl a~p~ EEl blP~ EEl ..• EEl b.p~ 

EEl clPf EEl •.. EEl c.P; , 

and, by the same manipulations, this last expression 
can be written in the form PA EEl (PB EEl Po) which 
represents A + (B + C); hence (2.21) is proved. 

By similar formal manipulations, which are al­
lowable on grounds of Lemma 2, we can show that, 
for any a, b E C\ A, B, C E ~i, we have: 

(a + b)A = aA + bA, (2.22) 

a(A +B) = aA + bB, (2.23) 

a(AB) = (aA)B = A (aB) , (2.24) 

(A +B)C = AC+BC, (2.25) 

C(A + B) = CA + CB, (2.26) 

(AB)C = A(BC) , (2.27) 

A +0 = 0 + A = A, (2.28) 
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OA = AO = 0, 

IA = Al = A. 

(2.29) 

(2.30) 

The relations (2.9), (2.10), and (2.21)-(2.30) show 
that 2f(f)') is an algebra. Q.E.D. 

2.2. The *-algebra ~(,(f)') 

An operation of involution, A ~ A *, can be in­
troduced in 2f1 (f)') so that we get an algebra with 
involution (*-algebra) 2f2 (f)') out of 2f1 (f)'). As is 
well known, an involution in a complex algebra 2f 
is defined as an operation which satisfies the fol­
lowing axioms for any a, b E CI and any A, B E 2f: 

(aA + bB)* = uA * + bB*, (2.31) 

(A*)* = A[we denote (A*)* by A**], 

(AB)* = B*A*. 

(2.32) 

(2.33) 

Lemma 3: Introduce the following operation III 

6': 
(ql, q2, ... , q,,-l, q,,)* = (q", q,,-l, ... , q2, ql)' 

(2.34) 

If q~l) 0 q~ll 0 ••• 0 q~ll and q?) 0 q~2) 0 ••• 0 q~2) 

represent the same equivalence class p of (P', then 
{j~l) 0 ••• 0 q~ll 0 q~ll and q~2) 0 ••• 0 q~2) 0 q~2) 

also represent the same equivalence class of (p' which 
will be denoted by p*. 

Proof: If q~ll 0 ••• 0 q~ll = q~2) 0 ••• 0 q~2) = 
pep E (P') and if none of the simple questions 
{j~1l, ... q!ll, q~2), ... q~2) is equal to one modulo S, 

then according to Rules 1 and 2 (Sec. 2.1), there 
exists a sequence ii, '" iT of permissible inversions 

. ( ... qk ql ... ) ~ - .,. 
• - ... ql" qk, ... ' (2.35) 

which, when applied in the written order on 
(q~ll, '" q!ll) takes it over into (q~2), ..• q~2». 

The inversions 

. ( ... ql qk ... ) 
1,' = "., . , ... qk" ql., ... 8 = 1, ... r, (2.36) 

are also permissible. The sequence of permissible 
inversions i:, i:- l ... i~, i~ applied in the written 
order on (q!ll, q,,<':~, ... q~ll, qill) obviously takes it 
over into (q~2), q,,~~, ... q~2), qi2». 

The general case of ordered sets (q~ll, ... q~» 
and (qi2), ... q~2» belonging to the same equiva­
lence class p can be first, according to Rule 2, Sec. 
2.1, reduced to the previous case by eliminating all 
the questions equal to one modulo S and obtaining 
(qi ll " ... q~ll')(q?)', ... q~2)') E p. Then, according 
to the above considerations, (q~ll', '" qi ll ,), 

(q!2)" ... qil),) E p*. As we can insert in an ordered 
product an arbitrary finite number of questions 
equal to one modulo S, at arbitrary places, we con­
clude that (q~l), .,. qil», (q~2), •.. qi2» E p*. 

Q.E.D. 

Lemma 4: We define the following operation in 
<R(f)f): If P = alp I EB '" EB anPn, ai, ... an E Ct, 
PI, ... p" E (P', then p* = UIP~ + ... + unP'!, 
where pt, k = 1, .,. n is defined in Lemma 3. 

If p' = p" = A[A E 2f1 (f)')], then p'* and p"* rep­
resent the same equivalence class which will be 
denoted by A *, i.e., p'* = p"* = A *. The so defined 
*-operation in 2f1 (f)') satisfies the relations (2.31), 
(2.32), (2.33) and therefore can be used to define 
out of 2f1 (f)') an algebra with involution (*-algebra) 
which will be denoted by 2f2 (f)'). 

Proof: If p' and p" are written in the form (2.14), 
then, on the basis of Lemma 3, we can conclude from 

pill = ... = p~:) = p(ll, ... riT) = ... = r~:) = r(T) 

that 

We also have that p(i)* ~ p(j)* for i ~ j, because 
if p(i)* = p(j)* for some i ~ j then, by applying 
Lemma 3 again, we get (p(i)*)* = (p<il*)*; from 
relation (2.34) it is obvious that (q*)* = q for any 
q E &' and therefore (p*)* = p for any p E (pf; 

hence p(i)* = p(j)*, i ~ j implies p{;) = p<il, i ~ j 
which contradicts the definitions of the p(i),s. A 
similar conclusion is valid for the r's. This enables 
us to deduce that p'* and p"* have the same stand­
ard polynomial form. 

Very simple algebraic manipulations enable us to 
verify (2.31), (2.32), and (2.33); e.g., to verify (2.31), 
choose PA, PB E <R(f)f) such that PA = A, PB = B. 
Then if 

PA = alP1 EB ... EB amP!, 

PB = blP~ EB ... EB bnP!, 
we have 

(aPA + bpB)* 
= [aalP~ EB ... EB aamP! EB bblP~ EB ... EB bb .. p!]* 

= UU1(P~)* EB ... EB uUm(P!)* 

EB bbl(P~)* EB ... EB bb,,(p!)* 

= U(UI(P~)* EB ... EB um(p!)*) 

EB b(bl(P~)* EB ... EB b,,(P!)* 

= up1 + bp~. 
The last expression represents uA * + bB*. Q.E.D. 
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2.3. The normed *-algebra m:,(e') 
To each polynomial form on (P', 

p = alPl EB ... EB anPn, 

PI' ... Pn E (P', (2.37) 

corresponds a whole class of polynomial forms on 
e(e'), or polynomial forms of simple questions rela­
tive to e': 

P = a l q{ + ... + anq~, 
aI, ... an E ct, q{, ... q~ E (pr, (2.38) 

obtained from (2.37) by replacing PI, ... Pn with 
q{ = q~1) 0 ••• 0 q!!>, .•. q~ = q~n) 0 ••• 0 q~:), where 
q{, ... q~ are any ordered products representing the 
equivalence classes PI, ... Pn, respectively. 

Each of the questions q~1), '" q~kR) is simple and 
can be considered to be functions of a~l), ... 
a~kR) E e' respectively, with corresponding minimal 
Borel sets B(1) '" B(k

R
) We denote with x~') (X) 1 , n· , 

(X E R(a;(j)\ i = 1 •... n, j = 1, ... k,) the char-
acteristic function of the set B}'). To the polynomial 
form (2.38) we can now adjoin a polynomial 
P(~l'''' ~n)intherealvariables~l = (X~1), .. · X!!», 
... ~" = (x~n), '" X!:» having the form: 

(~ ~ ) (1)(, (1) (1)(, (1» P 1\1, ••• I\n = alXl "1 ••• Xk. "k. 

(2.39) 

Weare now able to adjoin to each physical state 
PES a functional F p on polynomial forms of simple 
questions by the formula 

Fp[P(q{, ... q~)J 

= J P(~l' ... ~) dpa.; ... ;aR(Al, ... ~ .. ); (2.40) 

here &; = (a!'>, ... a!;») while peAl, ... A,,) is 
defined by (2.39) and the rest of the symbols are 
the ones already introduced at the beginning of this 
subsection. 

We have first to establish that (2.40) adjoins a 
unique value to each polynomial form, p(q:, '" qD, 
on e'. Namely, the step from (2.38) to (2.39) might 
not be unique because it might happen that, for a 
question qj il , there exist two different a,/3 E e', a ~ /3, 
such that qj') = x;,(a) = x~,,(f3). Do we have in 
such a case (the uninteresting terms in the poly­
nomials, which are common to both of them are not 
explictly written) 

Fp[ .. · +a,x~')(a!il) ... x;,(ajil) ... x!;)(a!;»)+"'J 

(2.41) 

The answer is-yes! To see that, insert (2.39) in 
(2.40). We obtain 

J P(~l' ... ~n) dpa';"';&R(Al, ... An) 

(2.42) 

Written with the help of (2.42), relation (2.41) be­
comes, after ignoring the unessential common terms 
(it is assumed that a, ~ 0) 

pa.(i); ... ;a; ... ;a·;(i)(B~') X ... X B' X ... X B~:» 

= pa.(i); ... ;/I; ... ;a·;(i)(Biil X··· XB"X··· XBi:». 

(2.43) 

But according to I, Sec. 2.2, Proposition 3, relation 
(2.43) is necessary for the validity of the equation 
x;,(a) = x~,,(f3). Hence, we can indeed consider 
F p to be a functional of polynomial forms on e'. 

Lemma 5: The functional F p defined by (2.40) on 
polynomial forms on e' has the same value on all 
polynomial forms of simple questions which belong 
to the same element of (R'. Hence, a functional 

PES (2.44) 

can be defined by the formula 

(A)p = Fp(P(q{, '" q~)J, q{,'" q~ E (P', (2.45) 

where p(q{, ••. q~) is any polynomial form on (pI 

which is equal to A. This functional is linear and 
normalized. 

Proof: The first step is to show that 

Fp[aql 0 ••• 0 q .. J 
has the same value for all ordered products 
ql 0 ••• 0 q .. representing the same equivalence class 
P E (P'. According to (2.42), if ql = (P;:(al), ... q .. = 

x;:(a .. ), then (a E Cl): 

Fp[aql 0 ••• 0 q .. J = apa.; ... ;aR(Bl X ... X B .. ). 

(2.46) 

Axiom 1(3) in I requires that if {a, /31 = C, then 

p' .. ;a;/l;"'( ••• X B' X B" X ... ) 

= p ... ;/l;a: ... ( ••• X B" X B' X ... ). (2.47) 

Relation (2.47) shows that (2.46) has the same value 
on all ordered products equivalent according to 
Rule 1, Sec. 2.1; the relation (2.3) in I, Sec. 2.2 
shows that (2.46) has the same value on all ordered 
products equivalent according to Rule 2, Sec. 2.1. 
Hence, the first step has been proved. 
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Next we have to show that F p = 0 on all elements 
, 1 , 

of the zero class of ordered pairs form C X (I> 

(Sec. 2.1, Rule 3). Again, from (2.42), we get 
Fp[aql 0 ••• 0 q,,] = 0 for a = 0, because P"""''''­
is always finite. If ql 0 ••• 0 q" represents the zero 
equivalence class of <P', then, according to definition, 
there must be at least one zero simple question qi 
in ql 0 ••• 0 q". But then, according to the definition 
of a zero question in I, Sec. 3.2, qj is a zero question 
if and only if B j is a zero set. Therefore, 

P"";''';''I;''';'''-(B1 X '" X Bi X ... X B,,) = o. 
By showing that F p is zero for the zero class of 

ordered pairs from C1 X (1)', we have simultaneously 
established that the value of F p on polynomial forms 
on <P' (which differ from their standard polynomial 
form on (1)1 only by a finite number of ordered pairs 
from the zero class of C1 X (1)') is equal to its value on 
this standard polynomial. 

To see that the value of F p on a polynomial form 
p on (1)' is equal to the value of F p on the standard 
polynomial form p, we insert p of (2.1) into (2.40) 
to get 

F pep) = t (a~') F p[lp~')] + ... + a;:) F p[lp;:)]) .-1 

(2.40) and (2.45) we get 

(l)p = J x"(X) dP"(X) = 1. Q.E.D. 

As has been pointed out in Sec. 1, our ultimate 
interest is to get a representation of the language 
.c introduced in I, Sec. 2.2. This requires the embed­
ding of .c in a C*-algebra m(X) of bounded operators 
on a Hilbert space X, and therefore ~~ has to be 
isomorphic to a subalgebra m' of m(X). This implies 
that each physical state will be represented by a 
positive bounded operator U on X with TrU = 1 
(I, Sec. 2.3): Each such U determines a positive 
functional8 on m': 

Fu(A) = Tr(UA), A Em'. (2.50) 

After taking in consideration relation (2.8) in I, 
it is clear that, for an element A of m' which cor­
responds to an element of ~~, the functionals (2.40) 
and (2.50) should yield the same values when U 
represents the physical state P. This indicates that 
we have to require that the linear functionals 
(A)p(A E ~~, PES) on ~~, introduced in lemma 5, 
should be positive. 

Lemma 6: A necessary and sufficient condition 
for the linear functional (A) P, A E ~~, to be positive, 
i.e., 

(A*A)p ~ 0, (2.51) 

is that the determinant of any n X n matrix 
(2.48) (n = 1, 2, 3, ... ) having for its (i, j) element 

In the same fashion, we can show that 

t a(')Fp[lp(')] 
>-1 

is the value of F p on the polynomial form (2.2), 
which differs from p only by zero class ordered 
pairs from C1 X (1)'. Hence F p[p] = F prP], and the 
first part of Lemma 4 is proved. 

To show that (A)p is linear, i.e., that 

{aA + bB)p = a(A)p + b(B)p, 

a, b E Ct, A, B E ~~, (2.49) 

we pick up any polynomial forms p' = A, p" = B. 
According to lemmas 1 and 2, ap' E8 bp" = aA + bB. 
Therefore, we have: 

{aA + bB)p = Fp[ap' E8 bp"] = aFp[p'] 

+ bFp[P"] = a(A)p + b(B)p, 

where the second step is easily derivable from (2.40). 
Finally, to show that (A)p is normalized, i.e., that 

(l)p = 1, take any function x"'(X) == 1 (mod S) 
for some a EO'. By definition, Ix" (a) E 1. From 

Fp[q!;) 0 ••• 0 q!i) 0 q!i) 0 ••• 0 qi:)], 

q?), '" qn), ... q1, ... qkl EQ(O'), (2.52) 

is non-negative, and the matrix itself Hermitian. 

Proof: Any polynomial form on e', having the 
general form (2.38), belongs to an element A of ~;, 
and according to Lemma 4 

p(q{, ..• q~)* 

= a1q!~) 0 ••• 0 q!1) E8 ... E8 a"q~:) 0 ••• 0 q!") 
(2.53) 

belongs to A*. According to the definition (2.45) in 
Lemma 5, we have 

(A*A)p = FpL~1 a,ai 

X q~:) 0 ••• 0 q!') 0 q~j) 0 q~j) 0 ••• 0 q~:) ] 
" [ (i) (i) (i) W] = £.oJ aiajF p qk, 0··· 0 q1 0 q1 0··· 0 qkl . 
'.i (2.54) 

8 J. von Neumann, Mathematical Foun4ations of QJUlnt1fm 
Mechanics translated by R. T. Beyer (Prmceton Uruverslty 
Press, Pri~ceton, New Jersey, 1955), p. 318. 
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We have on the right-hand side of (2.54) a bilinear 
form in al, .,. an E Ct, which has to be positive 
definite or semi-definite if (A) p is a positive func­
tional. Such a bilinear form is positive definite or 
semi-definite if and only if the corresponding matrix, 
i.e., in our case the matrix whose (i, j) element is 
given by (2.52), is Hermitian positive definite or posi­
tive semi-definite. A.P, is well known from linear 
algebra, the sufficient and necessary condition for 
Hermitian matrix to be semi-definite is that all its 
principal minors are nonnegative9 which is exactly 
the condition expressed by Lemma 6, Q.E.D. 

Lemma 6 can be expressed in a different way 
which has the advantage of having the form of a re­
striction imposed on, and only on, the set S of 
physical states (and, implicitly, on the concept of a 
fundamental set e' of observables). This condition, 
which is sufficient and necessary for the linear func­
tionals (A) P, PES to be positive, is given by the 
following hypothesis: 

Hypothesis 1: The complex probability measures 
p 8t , <2 E GI

, for a given fundamental set el of ob­
servables are such that the following three conditions 

~, 

are fulfilled for any <2 = (al' ... ak) E e, B; = 
B~ll X ... X mkl (B~Il, ... mkl E rut, i = 1, ... n): 

(2.55a) 

We used the notation <2* = (ak, .. , al) and B* = 
BII X ... X Bl if 

<2 = (al' .,. ak), B = Bl X ... X Bk. 

b) 

p8t.;tt(B~XB1) Ptt.;tt(B~XB2)·· ·Pft.·;tt(B~XB,,) 

p8t';tt(B~XB1) Ptt.;tt(B~XB2)·· .ptt·;ft.(B~XB,,) 

------------------------------- ~o 
pa·;(\(B~XB1) P(\';&(B~XB2)" .p&.;tt(B~XB,,) 

(2.55b) 

c) If the ordered products 

x;: (ll(al) 0 .. , 0 x;~ (ol(a..) 

over <p(e') are all different from one another ele­
ments of <P(eI), which do not belong to the zero class 
of <P', then there is at least one physical state PES 
for which the determinant (2.55b) is greater than 
zero. 

From here on, Hypothesis 1 will be assumed 
throughout. The reason why it has been stated at 
this place, and not as one of the axioms, is that, on 

9 L. Mirsky, An Introduction ro Unear Algebra (Clarendon 
Press, Oxford, England, 1955), Theorem 13.3.5., p. 405. 

an intuitive level, this hypothesis seems to be more 
ad hoc and arbitrary than the rest of the axioms. It 
has to be noted that the axioms of I, Sec. 2.2 already 
define a sufficiently rich language, in terms of which 
dynamical laws of the type of a Schrodinger equa­
tion, and hence a complete theory, can be formu­
lated. The introduction of Hypothesis 1, and later 
of Hypothesis 2, serves the only purpose of reducing 
such a language to the conventional Hilbert space 
language. 

In introducing a norm in ~" we will again follow 
the analogy with the Hilbert space formalism. If 
we deal with a theory without super-selection rules, 
the norm IIA II of any bounded operator A rep­
resenting an observable is given by 

I IA II = sup «Aw I A'll»! 
'l'E:JC 

11'1'11-1 

= sup «q,IA*Alq,»i. 
'l'E:JC 

11'1'11-1 

(2.56) 

In case superselection rules are present, not every 
Hilbert space vector represents a physical state; 
the set So of vectors representing pure states is 
(using the notation of I, Sec. 2.3) 

So = {q, ; q, E 3C j , j E J}, (2.57) 

where 3C; can be any of the coherent subspaces 
[I, (2.11)]. The norm of a bounded operator is again 
defined by (2.56). Any normalized vector w E 3C 
can be written in the form 

IlwI,11 = IIwi-11 = 

la" 12 + lal,12 + 
= 1, 

=1. (2.58) 

Hence, in case that a bounded operator A represents 
an observable, it leaves each coherent space 
3C j , j E J invariant, and we have 

(Aw lAw) = lai , r' (Aw;. I AWj,) 

+ lal,l ll (AWl, I Aw j ,) + ... 
~ (lal,12 + lai.l ll + ... ) max (A'll;. I AWl.) 

k-l.ll ... • 

~ max (AWi. I Aw j .). (2.59) 
k-1,2 .... 

Inequality (2.59) enables us to assert that the 
norm of a bounded operator A representing an 
observable is in general given by (!lwl! = 1): 
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i IA II = sup sup «Aw lAw»! = sup ({Aw I Aw»i. 
iEJ IJrEJCi wE So 

(2.60) 

After taking into consideration the fact that, in 
our language, (AwIAw) = (wIA*Alw) = (A*A)p, 
where w represents the pure physical state PESo, 
we will attempt to introduce 

IIAII = sup «A*A)p)' (2.61) 
PE So 

as a norm in l(2(0 f
). 

Lemma 7: The functional 

IIAII = sup «A*A)p)', (2.62) 
PES 

is convex, symmetric, and normalized: 

IlAIl ~ 0; IIAII = 0 if and only if A = 0, (2.63) 

IlaA11 = lalliAl1. a E C\ (2.64) 

IIA + BII S !!AII + IIBII, (2.65) 

11111 = 1. (2.66) 

Proof: The first part of relation (2.63) is a direct 
consequence of the definition (2.62) and of the fact 
that the linear functionals (A) p are positive. The 
fact that IIAII = 0 if and only if A = 0 is an obvious 
consequence of Hypotheses Ie. In the case of our 
positive functionals (A)p, PES, this inequality 
has the form 

shown that these two definitions are equivalent. 
Lemma 8: If the functional (2.62) satisfies the 

inequality 

IIABII s IIAIIIIBII, (2.68) 

for any A, B E l(2(0'), then it has also the following 
two properties: 

IIA*II = IIAII, 

IIA*AII = IIAW, 

A E ~2(0f), 

A E l(2(0f
). 

(2.69) 

(2.70) 

Proof: To prove (2.69), we first derive from (2.68): 

IIA*AII s IlA*III1AII· (2.71) 

Using the Cauchy-Schwartz inequality (2.67) we 
get: 

I(A*A)pI2 = 1(1(A*A»pI2 S (l*l)p «A*A)*A*A)p. 
(2.72) 

However, very easy algebraic manipulations show 
that 1 * = 1 and therefore 1 *1 = 12 = 1. Hence from 
(2.72) we get 

I(A * A)p 12 S «A * A)* (A * A»p, 

and therefore 

IIA W = sup (A. * A)p S sup «(A * A)* (A * A»)i 
PE S PE S (2.73) 

= 11A*AII· 

I(A*B)pI2 S (A*A)p (B*B)p 

for any A, B E l(2(0f
). 

(2.67) Combining (2.71) and (2.73), we obtain 

By using (2.67) and (2.31), we get 

«A + B)* (A + B»p 

= (A*A + A*B + B*A + B*B)p 

S (A*A)p + I(A*B)pl + I(B*A)pl + (B*B)p 

S (A * A)p + «A * A)p (B*B)p)l 

+ «B*B)p (A * A)p)t + (B*B)p. 

This can be written in the form 

«A + B)* (A + B»p S «(A * A)p)i + «B*B)p)i)2 

which immediately yields (2.65). 

The last relation, (2.66), is a direct consequence 
of the fact that all functionals (A) p are normalized. 

Q.E.D. 

At this stage, we note that definition (2.62) is 
different from (2.61), because, in (2.62), the supre­
mum is taken over the entire S and not only over the 
set So of pure physical states. In Sec. 3, it will be 

IIAW S 11AIIIIA*II; (2.74) 

interehanging the roles of A and A *, we also get 

IIA*W S IIA*III1AII. (2.75) 

Hence, if IIAII = 0 then IIA*1l = 0, and vice versa. 
If both IIAII and IIA*II are different from zero, we 
conclude IIA*II S IIAII, IIAII S IIA*II, and therefore 
(2.69) is true in general. 

We can now write (2.71) in the form 

IIA*AII S IIAW· (2.76) 

By combining (2.73) and (2.76) we obtain (2.70). 
Q.E.D. 

From Lemma 8, we see that, if we would like to 
construct out of ~, a normed *-algebra with the 
norm (2.62), then we have to assume that the struc­
ture of the set S of all physical states is such that 
the relation 

IIABW S IIAW IIBW (2.77) 

is valid for any A, B E l(,. 
In our later consideration of the next section, we 
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will need a hypothesis from which relation (2.77) can 
be derived. We immediately arrive at this hypothesis 
if we consider the way in which (2.77) is derived in 
the Hilbert-space formalism, i.e., when A and Bare 
bounded operators representing observables on a 
Hilbert space X. Namely, if 'l1 E X, then we can 
write 

('l11 (AB)* (AB) 1'l1) = (B'l11 A * A 1B'l!) (2.78) 
~ IIAW ('l11 B*B 1'l1). 

It is easy to see that, if we know that relation (2.77) 
is satisfied for any Hilbert vector 'l1 representing a 
pure physical state, then we can immediately derive 
(2.77) from the very definition of the norm of an 
operator. But relation (2.78) is a direct consequence 
of the essential characteristic of the Hilbert-space 
formalism, which is true even in the case when super­
selection rules are present: if 'l1 E X represents a 
physical state and A is a bounded operator of the 
form 

'"'" A(;) A(;) L.-tt-l ai 1 .. • ki' 

where A~i>, ... , Ai!> represent observables, and 
such that (A 'l1IA 'l1) :P 0, then the normed vector 
«A'l1IA'l1»-tA'l1 also represents a physical state. 
This induces us to introduce the following assump­
tion: 

Hypothesis 2A: If the element A E ~2(0') is 
such that (A *A)p :P 0, then the positive normed 
functional 

(2.79) 

corresponds to a physical state PI, i.e., 

F(B) = (B)p •. (2.80) 

To see that Hypothesis 2A implies (2.78) and 
hence (2.77), we have to write (2.79) and (2.80) in 
the form 

(2.81) 

It is naturally possible to express this hypothesis 
in an equivalent form, employing only algebraic 
relations between the complex probability measures 
defining physical states. 

Hypothesis 2B: Any fundamental set 0' of ob­
servables is such that, if, for some complex numbers 
all ... a", for some S EO', BlJ ... B" E (J?i, and 
for a given PES the expression 

P~(B) = Z-l t ii,a jpS*;4;S(Bf X B X B j), 
i.iEI 

£2 EO', BE (B4, (2.83) 

correspond to a physical state PI E S. 
It is, indeed, very easy to check that the expres­

sions (2.83) define complex probability measures 
satisfying all the requirements of Ax. I, except for 
the points 3a and 3b. To verify that these two points 
are satisfied too, we have to make use of Hypothesis 
1, and then the verification is carried out easily. 
Naturally, Hypothesis 2B does not affect the rest 
of the axioms in I, Sec. 2.2. 

It is also obvious from the construction of the 
algebra ~~ that Hypothesis 2B is equivalent to 
Hypothesis 2A. 

Both introduced hypotheses can be replaced by 
the following single axiom, which is evidently equiv­
alent to these two hypotheses taken together. 

Axiom X 

a) For any £2 = (ai' ... a,,) E 0' and any B E 
(B(ad X ... X (B(a.>, we have for any P E sto: 

(2.84) 

b) Given any £2, S EO', S = ({31, (3,,), any 
B E (B4, B t , '" Bk E (B(~d X ... X (B(~'>Ck = 
1, 2, ... ), the inequality 

ps*;a*S(B~ X B X B 1) '" pS*;4;S(B~ X B X B k) 

~o 
ps*;a;S(Bt X B X B

t
) ••• pS*;a;S(Bt X B X B

k
) 

(2.85) 

is satisfied for any PES in the case {£2} = C. The 
sets of complex probability measures (2.83) defined 
when (2.82) is different from zero, correspond to an 
element PIE s. 

c) If the above introduced sets B t , ••• Bk are all 
nonzero sets and different (modulo s) from one 
another, then the determinant in (2.85) is positive 
for at least one PES when £2 = )25. 

We can summarize the most important conclusions 
of this subsection in the following theorem. 

Theorem 1: Axiom X represents a necessary con­
dition for the equivalence of the language .c, in­
troduced in I, Sec. 2.2, to the Hilbert-space for­
malism. It is also a sufficient condition for the intro­
duction of the norm (2.62) by means of which the 
algebra ~2(0') becomes a normed *-algebra ~3(0'). 

2.4. The normed *-algebra ~4{ 0') 

z = t aiajP~*;S(Bf X B;) :P 0, (2.82) In the next subsection, we will turn to the task of 
1,;-1 embedding 0 b into a Banach algebra. This algebra 

then the complex probability measures to See the notation introduced in, e. g., (2.55a). 
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is not the completion in norm of ~3(e/) itself, but 
of another normed *-algebra, ~4(e/), whose elements 
will be denoted by the letters x, y, z, ... , and which 
will be obtained from ~~ with the help of the fol­
lowing rules: 

Restrictive Rule. Consider sequences AI, A" ... 
of elements of ~3(e/) having the following form: 

M 

Ak = L a,AIl(B;!» ... AII(m~il), k = 1,2, .... 
,-I (2.86) 

Here, each sequence B;;'), B!;), ... is a monotone 
sequence (decreasing or increasing) of sets which 
are unions of finite members of disjoint sets belonging 
to B(a') X .,. X B(a

n
" where t2 = (aI' .. , a,,) E 0' 

and m = 1, ... ni, i = 1, . " M. If B is such a union 
of mutually disjoint sets 

B
l

, ••• B. E CB(a') X .,. X CB(a.), 

then A 8. (B) is defined as: 

AIl(E) = AII(BI) + ... + AII(B.). 

For a set B E CB(a') X ... X CB(a." AII(E) is 
defined as the element of ~3(ef) adjoint to the ques­
tion X!(t2) by the rules 1, 2, and 3 in Sec. 2.1. 

We will say that such a sequence AI, A" ... of 
elements of ~3(ef) obeys the Restrictive Rule if 
the following conditions are fulfilled: 

1. Both sequences AI, A" ... and A~, A ~ ... 11 

are Cauchy sequences in the strong topology of 
~3(ef), in which the neighborhood basis of an ele­
ment Ao E ~~ consists of all elements of ~~ for which 

«(A - Ao)* (A - Ao»p.)! < E, 

... «(A - Ao)* (A - Ao»p.)l < E, (2.87) 

for some E > 0 and PI, ... p .. E S, n = 1,2, .... 
The necessary and sufficient condition for that is, 
obviously, that 

«(Am - A,,)* (Am - A,,»p)l < E, 

«(Am - A,,)(Am - A .. )*)p)l < E 

for some n > N(E, P) and for any PES, m > n. 
2. If we denote by X the sequence AI, A" .. . 

and by (X*X)p the limit of (A ~Al)P' (A ~A,)p, ... : 

(2.88) 

(we will prove in our next lemma that these limits 
exist) then 

IIXII = sup «x* x)p)! (2.89) 
PE$ 

has to be finite. The same condition is imposed on 
SUPPES( (X*X)p)t. 

3. The set 

of norms of elements in the sequence is a bounded 
set of real numbers. 

Lemma 9: If the sequence AI, A" ... of elements 
of ~~ is convergent in the above introduced strong 
topology of ~~, then 

«A ~Al)P)!' «A ~A2)P)!' (2.90) 

and 

(2.91) 

are convergent sequences of numbers for any PES. 
Proof: First we prove that 

«(A + E)* (A + E»p)! ::;; «A * A)p)! + «B*E)p);, 

A,B E~; (2.92) 

by the same method as in lemma 7 (Sec. 2.3). 
From (2.92) we deduce that 

«A!Am)p)! - «A !An)p); 

::;; «(Am - An)* (Am - A,,»p); 

and 

«A!Am)P)! - «A !A,,)p); 

;?: -«(A" - Am)* (An - Am»p)l 

-«(Am - A,,)* (Am - A .. »p)!, 

and therefore 

I«A!Am)p)! - «A !An)p)tl 

::;; «(Am - A,,)* (Am - A,,»p)!. (2.93) 

The convergence of the sequence (2.89) is now 
evident. 

The convergence of the sequence (2.90) follows im­
mediately from the relation 

I(Am - A,,)pl' ::;; «Am - An)* (Am - A .. »p, (2.94) 

which can be derived directly from the Cauchy­
Schwartz inequality. Q.E.D. 

11 It should be noticed that, if a sequence A .. A., . .. of Th 2 C 'd 1 f 11 
bounded operators in a Hilbert space is a Cauchy sequence, eorem : onSI er c asses 0 a sequences 
the sequence Al*, A.*, . .. of their Hermitian adjoint operators 
is not necessarily a Cauchy sequence too [Ref. 12, p.4421. x = {(AI, A 2 , •• ,), (AL A~, ... ), ... j I 
Therefore, we have to require explicitly that, in our case, the 
sequence Al*, A.*, ... is also a Cauchy sequence. AI, A" ... I A:, A~, ... E ~~ (2.95) 
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fulfilling the conditions of the Restrictive Rule, and 
~uch that An - A~ ~ 0 in the strong topoligy (2.87) 
m case that (A l, A 2 , ••• ) and (A{, A~, ... ) are any 
two sequences belonging to the same class. The set 
5l{4(0') of all such classes becomes a normed *-algebra 
with the norm defined by (2.89), if the following 
operations of addition, multiplication, scalar multi­
plication, and involution are introduced 

x + y = {(Al +Bl, A2 +B2 , ••• ), "'j, (2.96) 

xy = {(A1Al' A 2B2 , ••• ), "'j, (2.97) 

x* = {(A~, A~, ... ), ... }, (2.99) 

where y = {(Bl B2 ... ) ... j B B ... E <:Irf " , ,1, 2, «3-
The norm (2.88) is completely regular/ 2 i.e., 

jjx*xll = jjxW. (2.100) 

Proof: We have first to prove that the operations 
(2.96)-(2.99) do not lead outside the introduced set 
5l{4(0'). 

First, it is evident that the sequence in the ex­
pressions (2.96), "', (2.99) are really of the form 
(2.86) when the original sequences belonging to x 
and yare of that form. 

The fact that the strong convergence of the se­
quence (Al + Bl, A2 + B2 ... ) in (2.96) follows from 
the strong convergence of the sequences (A l , A 2 , ••• ) 

and (Bl' B2 , ••• ) is a direct consequence of relation 
(2.92). It follows also from (2.92) that jjx + ylj exists 
and is finite because 

jjx + yll :s; Ijxlj + Ilyjj. (2.101) 

On the basis of (2.92) it should also be clear that all 
sequences (Al + Bl, ... ), (A{ + B~, ... ) belong 
to the same class, i.e., to the same element of <:If' ~4' 

when (AI, A 2 , ••• ) and (A{, A~, ... ) together, as 
well as (Bl' B2. . .. ) and (B~, B~, ... ) together, 
belong to the same class. 

Finally, the fact that the set 

{jjAl + Bljl. jjA2 +B2 jl. ... j 

is bounded follows from the relation (2.65) when 
consideration is given to the fact that the sets 
{IIAdl, IIA211, ... j and {ljBlll. IIB2 jl, ... j are 
bounded. 

To verify the strong convergence of the sequence 
(A1Bl, A 2B 2 , ••• ), we write the expression 

«B!A! - B'!A ,!)(AmBm - A,.B,,»p (2.102') 

in the form 

12 M. A. Naimark, Normed Rings, trans!. by L. F. Boron 
(P. Noordhoff N. V., Groningen, The Netherlands 1959) 
p.228. ' , 

(B'!(A! - A ,!)(A", - A,,)B,,)p 

+ «B! - B,!)A!(A m - An)B,,)p 

+ (B,!(A! - A ,!)Am(Bm - B,,»p 

+ «B! - B,!)A!Am(Bm - B,,»p. (2.102) 

We will demonstrate on the first term of (2.102) that 
it can be made arbitrarily small when m and n are 
sufficiently great. Using Cauchy-Schwartz inequal­
ity, the definition (2.62) of the norm in 5l{' and 3, 

(2.77), we get 

:s; (B,!B,,)p«Am - A,,)*(Am - A,,) 

X B"B,!(Am - A,,)*(Am - A,,»p 

:s; «Am - A,,)*(Am - A,,»p IIB"W 

X jl(Am - A,,)BnB,!(Am - A,,)*(Am - A,,) jj2 

:s; «Am - A,,)*(Am - An»P IIB"W jjAm - AnW· 
(2.103) 

It is evident that the right-hand side of inequality 
(2.103) can be made arbitrarily small because its first 
factor becomes arbitrarily small when m and n are 
sufficiently great, while the rest of the factors stay 
bounded when m and n increase. It can be shown in 
a similar manner that the rest of the terms in (2.102), 
and therefore (2.102') also, can be made arbitrarily 
small for m and n sufficiently great. 

In a completely analogous way, it can be estab­
lished that A"B" - A~B~ ~ 0 when n ~ co, in case 
that (A l, A 2 , ••• ) and (A~, A~, ... ) as well as 
(Bl' B2 , ••• ) and (B~, B~, ... ) belong to the same 
class. 

We will now show that Ilxyll is finite and that 

Ilxylj :s; Ijxljllyll. (2.104) 

For that purpose, we have to employ relation (2.81) 
when writing 

«A"B")*(A,,B .. »p = (A~An)Pl(B,!Bn)P' (2.105) 

where P 1 E s exists according to Hypothesis 2A. 
From (2.105) we immediately get 

«A"Bn)*(AnBn»p:S; IlxW jlyW (2.106) 

and hence follows (2.104). 
Finally, the fact that the set 

{jjA1Bljl. \\A2B2 \\, ... j 

is bounded can be derived straightforwardly from 
the relation (2.77). 

The case of the relation (2.98) is too trivial to be 
considered in any detail. 
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In the case of the operation of involution (2.99), 
the strong convergence of the sequence A~, A~, ... 
and the existence of Ilx*11 have been explicitly re­
quired. In fact, because of the symmetry of the 
problem in this respect, it is evident that this re­
quirement is preserved by the above considered 
operations (2.96), (2.97), and (2.98). Therefore we 
did not consider it explicitly. 

It obviously follows from (2.69) that the set 
{IIA~II, IIA~II, ... } is bounded whenever the set 
{IIAIII, IIA211, ... } is. 
It is very straightforward to establish that ~~ 

is a *-algebra by checking that the operations of 
addition, multiplication, scalar multiplication, and 
involution satisfy relations (2.21) - (2.30) and 
(2.31) - (2.33). In this context, the unity 1 and the 
zero 0 of ~~ are defined as classes of sequences of 
elements of ~~, containing the sequences (1, 1, ... ), 
1 E ~~, (0,0, ... ), and 0 E ~~, respectively. 

To prove that we are dealing with a normed 
*-algebra and that the norm is completely regular, 
we still have to demonstrate that relations (2.63)­
(2.66) and (2.68)-(2.70) are obeyed. Now, (2.65) and 
(2.68) have already been proved and written as 
relations (2.101) and (2.104). Relations (2.63), (2.64), 
and (2.65) are very easy to establish. To prove (2.69) 
and (2.70), we will first notice that we can define 
uniquely linear positive functionals (x)p, x E ~4(e/) 
on ~~ by writing: 

PES, (2.107) 

where AI, A 2 , ••• is any sequence of elements of 
~~ which belongs to x E ~!. It is easy to see that 
this definition determines (x)p uniquely. Namely, if 
(AI, A 2 , ••• ) and (A', A', ... ) both belong to x, 
then we can derive, as in the case of (2.94): 

I(A .. )p - (A~)pI2 = I(An - A~)pI2 

~ «A" - A~)*(A" - A~»p ---t 0 for n ---t (Xl. 

The Cauchy-Schwartz inequality for the functionals 
(x)p on the algebra ~!: 

(2.108) 

can easily be derived from the same relations valid 
for the functionals (A)p on the algebra ~~ by going 
to the limit. Once this is established, we can apply 
Lemma 8 to obtain 

Ilx*11 = Ilxll, x E ~!, 

Ilx*xll = Ilx*lll/x//, x E ~!. 

(2.109) 

(2.110) 

2.5 The B*-algebra !l(f>I) and its relation to the set 
eb of bounded observables 

We can now, finally, begin with the task of em­
bedding eb in a B*-algebra. This will be done in a 
few steps by introducing rules relating elements of 
eb to elements of some of the already constructed 
algebras. 

Rule 1: Assume that the question q can be written 
in the form q = x;:x':::~tB,<al' ... a .. )(al, ... a,,) E 
e/, B .. E ml with {aI, ... an} = C. We will denote 
the set of all such questions by Qo(e'). To each such 
question we put, in correspondence in ~3(e/), the 
element A. containing the polynomial form over 
e(e'): 

lx;:(al) 0 ••• 0 X;:(a..) , (2.111) 

and in ~4(e') the element x. which is assigned to 
A. when constructing~! out of ~~. 

According to the definition of a fundamental set 
and of a bounded observable, each such observable 
a can be written as a function a = teal, ... an) of 
n compatible observables ai, .,. a" belonging to a 
fundamental set e/. The corresponding real-valued 
function !CXI, ... }.,,) on R(a' ..... a.> is, according to 
the definition in I, Sec. 2.2, a Borel-measurable 
function, i.e., f(}.I,· .. }.,,) E ff;. As a is bounded, the 
range of the function f(}.I, ... }.,.) is a bounded set in 
Rn and therefore f(}.I, ... }. .. ) is a Lebesgue-integrable 
function on R". Therefore, according to the definition 
of an integrable function,13 there is at least one mean 
fundamental sequence {f ... } of integrable simple func­
tions 

(2.112) 

B~i) n B!:> = fZf for i;6 j, i, j = 1, ... k"" 

converging in measure to f(}.l, '" ;>.,.). 
These considerations indicate that, as the next 

step, we have to assign elements of ~~ to questions 
of the form 

x!(&) , & E 0', BEma, (2.113) 

where B can be any element of m a, and afterwards to 

13 At this point it should be clear why we have taken the 
closure of ~la(0/) in the strong topology instead of the uniform 
topology determined by the norm of ~3/. Namel]) we can 
have a case when BI ::) B2 ::) ..• with flk_I"'Bk = JC), without 
the sequence AI, A 2,... being a Cauchy sequence in the 
uniform topology. For example, take an observable a with a 
pure point spectrum Sa = {lin, n = 1,2, ... }. If we choose 
Bk = (0, l/k]l k "" 1, 2, ... , for the above Borel sets, then the 
imposed conaitions are satisfied, but we have 
IIA" - An_III = sup P«(B .. - B,,_I) 

PE$ 

= sup pa([l/n, I/(n - 1])) = 1 
PEl 

according to Ax. IX. 
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observables of the form cause then 

pa.lh(/l} X {I}) = Pao({l}) = paolao({l} X {I}) 

and 
for i ¢ j. (2.114) paola'({l} X {I}) = pa'({l}) = POOlh({I} X {I}). 

Rule 2: If the elements Ai E ~i, i = 1, ... k, are 
assigned by Rule 1 to the questions xL ... X!l E 
Qo(f)/), B, (\ B; = 50 for i ¢ j, then the element 
A = AJ + ... + Ak E ~~ is assigned to the question 
x!, B = BJ V '" V B k • We denote by QJ(f)/) the 
set of all questions of this form. 

Lemma 10: For given compatible observables 
aJ, ... a .. E f)1 the class of all sets, which are unions 
of finite numbers of disjoint sets belonging to 
<B ( .. " X ... X <B ("'>, is a Boolean algebra, which we 
will conveniently denote with &( ......... > or &a(& = 
(aJ, ... a .. )). The questions x! belonging to sets 
B E &(a •... a.> are questions from the family Ql(f)/) 

of questions. Rule 2 assigns uniquely to such ques­
tions elements of the algebra ~~, i.e., if we have 
B{ V '" V Bt = B~' V ... V B~~ E &a, where 
B' ... B' B" ... B" E <B("''' X '" X <B(a.> H All' 1, k. , 

and Af E ~~ is assigned to x!.·, A~' to x!.", etc., then 
A{ + '" + At = A~' + ... + A~~; in general, if 
x!: = x!: and x!:, x!: E Ql(f)'), then Rule 2 assigns 
the same element of ~3(f)') to both these questions. 

Proof: The fact that &a is a Boolean algebra is a 
direct consequence of Theorem E in Ref. 12, Sec. 33 
when that theorem is reformulated for the case of 
Boolean algebras instead of Boolean rings. 

To show that Af + '" + At = A~' + ... + A~~, 
we consider the expression 

«A~ + A~ + ... + At - A~' - ... - A~~)2)p, 
(2.115) 

which is equal to 

Fp[(xt· EB ... EB X:l' a 
- XB 1"- - X!1,,)2], 

(2.116) 

where the functional F p, defined on elements of 
Cl X (P', is given by formula (2.40). As we have 
X:,· (A) + ... + X!l·(A) = X!." (A) + ... + X!lo,,(A), 
A ERa, we conclude from (2.40) that expression 
(2.115) equals zero. In general, if X!:(&I) = X!:(&2) 
(Bl E &a., B2 E &a,), we have, according to Ax. II 
in I, that pa'({l}) = PO'({I}) for all P E S(ql = 
X!:(&l)' q2 = X!:(&2»' From (2.40), we can derive 
easily that expression (2.115) must equal 

pa.la·({l} X {I}) - paolO'({I} X {I}) 

- pO,l··({I} X {I}) + pO,la'(/I} X {I}). (2.117) 

Expression (2.117) is equal to zero when ql = q2, be-

Therefore, in general, we get 

IIA{ + '" + At - (A~' + ... + A~~) W 
= sup «A~ + '" + A~. - A~' - ... - A~~)2)p 

PE a 

= 0, 

and hence 

(12.18) 

A{ + ... + A~. = A{' + ... + A~~. Q.E.D. 

Rule 3: If {&} = C and B l , B 2 , ••• E &a is any 
monotone sequence of sets from &a for which the 
corresponding elements AI, A 2 , ••• E ~i, assigned 
by Rule 2 to xt(&), X!. (&), "', form a Cauchy 
sequence in the strong topology of ~i, then we assign 
to the question x!(&), B = limk .... .,Bk , the element 
x E ~! determined by this Cauchy sequence. 

Lemma 11: The monotone class generated by the 
family of sets & a, & E e', {&} = C, is a Boolean 
u-algebra which coincides with <B a. Any sequence of 
elements of ~~, which is assigned by Rule 3 to a 
monotone sequence B I , B2 , ••• E <B a, is a Cauchy 
sequence in the strong topology of ~~ and therefore 
defines an element of ~!. Rule 3 maps injectively the 
set Q3(f)') of all questions of the form x!(&), & E 
el

, B E <B a, into the algebra ~4(f». 

Proof: The fact that <Ba is equal to the monotone 
class generated by &a is an obvious consequence 
of Theorem B in Ref. 14, Sec. 6; it has only to be 
remembered that &a C <Ba because &a is a Boolean 
algebra generated by <B(a" X '" X <B(a.>, which 
is contained in <B a. 

Let us say that we are now dealing with a de­
creasing sequence B I , B2, Ba, '" of elements from 
&a to which the sequence AI, A 2 , ••• of elements of 
~~ is assigned by Rule 2. It is easy to check with 
formula (2.40) and Ax. I, 2 that for m > n 

«Am - A .. )*(A ... - A .. »p = «A ... - A .. )2)p 

= pa lacB ... X B ... ) - pa laCB ... X BJ 

- palaCB" X BfA) + pala(B .. X Bn) 

= P&'(B", - Bn). (2.119) 

The sequence pa(B1), pa(B2 ), is a monotone 
nonincreasing sequence of nonnegative numbers, 
which is therefore convergent. But we can write 

Ii P. R. Halmos, Measure Theory (D. van Nostrand 
Company, Princeton, New Jersey,1961). 
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(2.120) 

Hence, the sequence AI, A 2 , ••• of self-adjoint ele­
ments of ~, satisfies the first conditionl3 of the 
Restrictive Rule in Sec. 2.5. It is also obvious that 

sup [lim ({A!A,,)p)l] s IIA~Alll < + 00 
PE' #-+00 

and that lIIAIll, IIA211, ... ) is a bounded set. 
Therefore (AI, A 2, ••• ) belongs to an element x of 
~4(e'). 

In the case of an increasing sequence Bl C 
B2 C "', the corresponding sequence AI, A 2 , 

would again be a Cauchy sequence because 

p&(BI V B2 V ... ) S 1, 

and therefore the sequence pa(B1), pa(B2), 

is a monotone nondecreasing convergent sequence 
of numbers. Because of (2.120) we conclude that the 
first condition of the Restrictive Rule in Sec. 2.4 is 
satisfied . .As we also have that 

(A !A,.)p = (A,.)p = P(B,.) S 1, 

we conclude that the other two conditions are 
satisfied too. Hence, the sequence (AI, A 2 , ••• ) 

belongs again to an element of ~4 (e'). 
The next step is to establish the fact that we are 

:eally dealing with a mapping of Q3(e') into ~4(e'), 
l.e., that only one element of ~4(e') is assigned by 
our procedure to each element 

X! (a) (a 6', {a) = C) of Q3(e'). 

.Assume that B{ C B~ C ... and Bf' C B~' C ... 
are two increasing sequences of elements of m a' and 
ma" respectively, such that x~:(a') = X!:: (a"), B' = 
B~ V B~ V ... , B" = Bf' V B~' V .... We have 
to prove that the two sequences (A~, A~, ... ) and 
(A~', A~', ... ) of elements of ~3(e'), corresponding 
to B~, B~, ... and B~', B~', '" respectively, belong 
to the same element of ~4(0'), i.e., that 

lim «A~ - A~')*(A~ - A~'»p = 0, 
,,-'" 

Again, we can easily establish that 

«A~ - A~')*(A~ - A~'»p 

PE S. 
(2.121) 

(A~* A~)p - (A~/* A~)p - (A~* A~/)p + (A~/* A~')p 
p&',a'(B~ X B~) - pa"'&'(B~' X B~) 

- p&.' ,a" (B~ X B~') + pa" ,a"(B~' X B~'). (2.122) 

As the sequences (Bf X Bf, B~X B~, ... ), (Bf' X 
Bi, B~' X B~, ... ), etc. are increasing sequences 
of Borel sets in, respectively, Ra.,a', Ra".a', etc., 

it follows from the continuity from below of measures 
that when n ~ 00, the right-hand side of (2.122) has 
the limit (when n ~ 00), 

pa';a'(B' X B') - p&''''&''(B'' X B') 

- pa':a"(B' X B") + pa";a"(B" X B"). (2.123) 

Because of the equality x!:(a') = x!::(a"), all 
terms in (2.123) are equal to one another and there­
fore that expression is equal to zero. 

Consider now the case when we are dealing with 
the following two sequences: Bf C B~ C ... and 
Bi" :J B" "' ... B' B' ... B" B" .. . o 2 --' ,11 21 ,1' 2 , 

ma, V:_1 B~ = n:=1 B~' = B. We will prove that 
the corresponding two sequences (Ai, A~, ... ) and 
(A~', A~/, ... ) of elements of ~3(0') determine the 
same element of ~4(0'), by showing that (2.121) is 
true again. Now we can write 

«A~' - A~)*(A~' - A~»p 

= pa;IX«B~' - B~) X (B~' - B~». (2.124) 

Since (B{' - Bn :J (B~' - BD :J ... is a decreasing 
sequence of Borel sets, having the empty set, as a 
limit, we can again infer from the continuity from 
above of the complex measure pli:a(B)(B E ma;li) 
that the expressions (2.124) tend to zero when 
n~ 00. 

The more general case, dealing with an increasing 
sequence, Bi C B~ C ... , and a decreasing se-
~uence, Bf' :J B~' :J ... , such that B{, B~', ... E 

a' B" B'I 0 &" d IX'( ') IX"(A") m , 1, 2,'" Em, an XB' a = XIJ" a , 
a' ¢ a", B' = Bi V B~ V ... , B" = Bi' n B~' n 
. .. , can be easily reduced to the above two cases 
in the following way: take an increasing sequence 
of sets Bi" C B~" C ... C B" from mIX" having 
B" as a limitl5

• If (Ai", A~", ... ) is the correspond­
ing sequence of elements of ~3(e'), then according 
to the first case, (Ai, A~, ... ) and (A~", A~", ... ) 
represent the same element of 2f{, while according to 
the second case, (Ai', A~', ... ) and (A~", A~", ... ) 
represent the same element of ~~ and therefore 
(Ai, A~, ... ) and (A~', A~', ... ) belong to the same 
element of ~{toO.16 . 

Now that it is shown that we are dealing with 
a mapping, we are left to demonstrate that this 
mapping is injective. To this purpose assume that 
two sequences (Ai, A~, ... ) and (A~', A~', ... ) 
of elements of ~3(0') correspond to the increasing 
sequences B~ C B~ C ... and B{' C B~' C ... 

15 This can always be done-as is shown in more detail 
in the course of proving lemma 13. 

16 It should be clear that the elements of ~4( 0') are equiv­
alence classes of sequences (A 1, A 2, • •• ) of elements of ~a( 0/ ), 
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respectively whereB' B' ... E (B0 &. B" B"··· E o ' 1, 2, , 1, 1 

(B&". We will show that if condition (2.121) is ful-
filled, i.e., if these two sequences represent the same 
element of 2{~, then we must have 

'" '" 
x!:(a') = x~::(a"), B' = U B~, B" = U B~'. 

10=1 

(2.125) 
A A, ) A Take any a, {3 E 0, a = (al' .,. ak, {3 

({31! ••• (31), and Bl = B~ X ... XB~ E (B(a') X 
... X (B(a.), B2 = B! X ... X B~ E (B(Il,) X 
... X B(Il/). Denote by A~ the element of 2{a(0') 
assigned by Rule 1 tox;:,(al), by A~ the one assigned 
to x;:. (a2) etc., by A~ the one assigned to x;: , (a2) etc., 
etc.; then denote by A.l and A.2 the respective ele­
ments A~ ... A~ and A~ ... A~ of 2{a(0'), where 
ql = x!. (a) , q2 = xt(a2)' We can easily establish 
with the help of (2.40) that 

(2.126) 
(A., A~' A •• )p = p&; t." ;$(Bl X B~' X B2). 

Therefore, by using (2.67) we get from (2.126) that 

Ipt.;&";$(Bl X B~ X B2) - pt.;&";$(Bl X B~' X B2)1' 

I(A.,(A~ - A~')A •• )pl' 

~ I«A~ - A~')A:,A.,(A~ - A~')pI2 I(A:.A •• )pI2 

~ «A~ - A~')2)p IIA~ - A~'II'IIA.,W IIA •• II'. 
(2.127) 

As the factor of «A~ - A~,)2)p in the right-hand side 
of inequality (2.127) stays bounded when n -t <Xl, we 
conclude that (2.121) has, as a consequence, 

limP&;tt';$(B
l 

X B~ X B2) ..... '" 
(2.128) 

..... '" 
On the other hand, Bl X B~ X B2 C Bl X B~ X 
B2 C ... is an increasing sequence of Borel sets 
in Rt.,&'·$, and hence p&;&" :$(Bl X B' X B2) = 

lim.. .... "'P&.;&·;$(Bl X B~ X B2)' Similarly in case of 
p&':&";$(Bl X B~' X B2);therefore (2.128) implies 

P&;t.';$(Bl X B' X B2) 

PE s. (2.129) 

According to Proposition 3 in I, Sec. 3.3, we can con­
clude that (2.125) is true. 

The case when the sequence B~/, Br, ... of Borel 
sets is decreasing instead of increasing can be treated 
in exactly the same fashion. These being the only 
two logically distinct cases, we have proved that 
our mapping is really injective. Q.E.D. 

Rule 4-: Denote by 0b(d) the set of all bounded 
observables {3 of the form 

k 

(3 = f(a), a E fl, f(A) = E a(i)x~,(A), A E R&', 
i-I 

B; n B; = 9J for i ¢ i. (2.130) 

If the elements x(o, ... X(k) E 2{4(d) are assigned 
by Rule 3 to the questions xt(a), ... x!.(a) re­
spectively, then the element 

is to be assigned to the observable (3. 

Lemma 12: a) If the observable (3 
given by formula (2.130), then 

and therefore 

Ilxllll ~ (a(l)' + ... + a(k)')i 

(2.131) 

(2.132) 

(2.133) 

if all questions xL ... xt are different from the 
null-question. Hence: 

b) Rule 4 assigns uniquely to each observable 
(3 E 0 b(0') an element of 2{4(0'). The ensuing map­
ping is injective. 

Proof: a) Relation (2.132) follows straightfor­
wardly from (2.40). To arrive at (2.133), we have to 
remember that, according to Ax. 1(2), pa;a(B; X 
B;) = pa(B, n B j ) = 5i ;P&(B;) and according to 
Ax. 1(3), P&(B;) ~ 1 ({a} = C) if Bi is any Borel 
set. Hence, 

k 

IlxpW = sup E a(i)a(j)(x(i)x(j»p 
PE g ;';-1 

k 10 

= sup E a(Oa(j)P&;&(B, X B;) ~ E a(i)·. 
PE S i.i-l i-I 

b) Take any two observables (3 = Mal), f9 = 
Ma2) belonging to 0b(d). It is easy to establish in 
the manner used so many times in this section that 

«xp - x p)2)p 

= J fl(~1)M~2) dpt";&'(~l' ~2) 
- J M~1)M~2) dP&';&'(~l' ~2) 
- J M~1)M~2) dP&';&'(~2' ~l) 
+ J M~1)M~2) dP&.·;&'(~l' ~2) 
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= J X1X2 dP~'~(X1' X2) - J X1X2 dP~' "(X1 , X2) 

- J X1X2 dPP'~(X1' X2) + J X1X2 dP"'''(X1, X2). 

(2.134) 

It is now obvious that, if (3 = ~, then we have 
IIx~ - x"w = 0 and therefore XfJ = x". Hence, Rule 
4 determines indeed a mapping of eb(e') into ~4(e'). 

To show that this mapping is injective, assume 
that x~ = x" for some (3, ~ E eb(e'). 

First we have to notice that, from the very defini­
tion of the observables (3 and ~ as elements of eb(e'), 
both these observables must have a pure point 
spectrum containing a finite number of elements. As­
sume that the sets {am"" a(")} and {b(l), •.• ben)} 
are the spectra of (3 and ~ respectively. Then we can 
write 

(3 = a(llx!;,(&') + ... + a(")x!~'(&'), 
B~ () B~ = f2f for i ¢ j( = 1, ... m), 

@ = b(l)x!;;,(&") + ... + b(")x!:;' (&"), 

B~' () B? = f2f for i ¢ j(=I, ... n), (2.135) 

where B{, ... B:' E ma ' and B{', ... B~' E ma" 
are nonzero Borel sets. If the elements 

of ~4 (e') are assigned to the questions 
&' 4' 

XB, ', ••• XB .. ', 
4" d:" 

XBI.", ••. XB,," 

respectively by Rule 3, then we can write 

ing to the spectral theorem17 for self-adjoint opera­
tors, the two spectra SfJ and S' have to be identical, 
i.e., m = n and (after a possible rearrangement of 
indices) a<il = be;), i = 1, ... n. Besides, we must 
have A(X(i» = A(y(i» and therefore Xli) = y(i). Ac­
cording to lemma 11, the equality Xli) = y(') implies 

II' ( ') II" (All) ( . 1 ) H XB,' & = XB, .. a Z = ,'" n. ence we can 
conclude that (3 = ~. Q.E.D. 

We will denote now by ~(e') the completion of 
~4(e') in the uniform topology defined by the norm. 
The elements of the B*-algebra ~(e') will be denoted 
by the letters x, y, z, ... too. The algebra ~4(e') will 
now be completely isomorphic to a subalgebra 
~!O)(e') of ~(e'). 

Rule 5: Assume that the bounded observable (3 
can be written as (3 = f(&), {&} = C. Take a sequence 
11'1, 11'2, ••• of finer and finer partitions of the interval 
[-11(311, + 11(311], i.e., 

- {I(k) I(k)} 1rk - 1,· .. n.. , I, () Ii = f2f if i ¢ j, 

which are such that, if fie is the length oithe greatest 
interval in the partition 1I'k' then limk-+oo fie = O. 
If B~k) = r1(I~k», then write 

... 
(3/c = M&) = L: a)k)x!/(.,(&), (2.138) 

i-I 

where a)k) E I)k) are some chosen values. Introduce 
the general notation in which x!(& E e', B Emil) 
denotes the element of ~!O)(e') assigned by the rules 
1 to 4 to the question x!(&). Then, if the sequence 
x~ • ... , Xf3., ••• , 

k = 1,2,3, ... (2.139) 

converges in the norm to an element x~ of ~(e'), 
assign to the bounded observable (3 this element x~. 

i, j = 1, ... m, 
(2.136) Theorem 3: Rule 5 defines an injective mapping 

i, j = 1, ... n. 

On the other hand, ~4(e/) is a *-algebra with a 
regular norm. On the basis of Theorem 5, Sec. 24.2 
in Ref. 11, we can assert that ~4(e/) is completely 
isomorphic to some algebra of operators on a Hilbert 
space. But then formulas (2.135), written down in 
terms of bounded operators assigned by the men­
tioned isomorphism 

m II 

A(x~) = L: a(i)A(x(i), A(x .. ) = L: bW A(yW), 
i-I i-I 

(2.137) 

represent the spectral decompositions of the self­
adjoint bounded operators A(x~) = A(x .. ). Accord-

of the set eb of all observables into the B*-algebra 
~(e'). 

Proof: To show that we are dealing with a 
mapping, we have to demonstrate that, if x~., x~., ... 
and x ... , x ... , ... are any two sequences of the type 
mentioned in Rule 5, which correspond to sequences 
(31, (32, ••• and ~1' ~2' ••• of observables converging 
in the mentioned sense to the same observable (3, 
then 

(2.140) 

Assume therefore that 

(3 .. = f .. (&), ~ .. = g .. (~)(n = 1, 2, ... ), 

where the mean sequence fr(1-.), M1-.), ... (1-. E RII) 

17 Reference 12, Proposition IV, p. 248. 
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of simple step-functions of the mentioned type tends 
in measure towards f('i.) , and gl (fi,) , g2(P,), ••• 
(p, E RP) tend toward g(p,): the assumption is that 
f(l1) = g(~) = {3. We can write 

«x~. - x ,S)p = J f,,('i.)f,,('i.') dpft; ft ('i., 'i.') 

- J f .. (X)g .. (p,) dpft ;$(1-., p,) 

- J g .. (p,)f .. ('i.) dP$;ft(P" 'i.) 

+ J g .. (p,)g,,(p,') dP$;$(P" p,'). (2.141) 

If we assume that 

(2.142) 

then we can write the right-hand side of (2.141), 
after making use of Ax. 1(2), in the form 

- 2 I: t b}"'c~"'P~(I}'" n I~("') 
;-1 i-I 

= t t (b}")' - 2b}")c~'" + c!")")P~(I~") n n("') 
;-1 i-I 

~ 2 e:,2 I: t P~(It) n I~("» = 2 e:,2. (2.141') 
;-1 '-1 

Here, Il'" = f(B}"», I~('" = g(m"'), and e:, is the 
length of the greatest of all intervals I}"', I~("" j = 
1, ... r", k = 1, ... 8". From (2.141) and (2.141'), 
we can deduce that Ilx~ - x ""W = sup PEl «x~ -
Xp.)2)p ~ 2 E~2 ~ 0 for n ~ ex>. 

Thus we have proved that Rule 5 defines a map­
ping. As each element {3 of 0 b can be written as 
(:3 = f(l1) 11 E e', we have to show that each sequence 

, I 
of type (2.139) converges to an element of ~ in order 
to prove that we deal with a mapping of 0b into ~/. 

We can arrive at 

«x~. - x~:l)p 

= :t (b~"')' - 2b~"')b!") + b!")')P~(It) n I!"» 
i ,A;-l 

(2.143) 

where m > n, in the same way as we arrived from 
(2.141) to (2.141'). Hence, 

«XII .. - x~y)p ::::; 2 E: ~ 0 for n ~ ex> , (2.144) 

and therefore XII" XII., ..• is a Cauchy sequence in 
~/. As ~' is a B*-algebra and thus complete, each 
Cauchy sequence must have a limit in ~/. 

To prove that the obtained mapping is injective, 
we will attack the problem along the same lines as 
we did approach a similar problem in proving Lemma 
12b. Assume therefore that Xa = x~. Write qa(X) = 

X;A(a) and leX) = x~J(3) where B" = (- ex> , X). 
Denote by ~a(X) and ~I'(/J.) the elements of ~' ad­
joined by rules 1-5 to qa(X) and ql'(J.L) respectively. 

The B*-algebra ~(0/) is completely isomorphic lS 

to some algebra of bounded operators on a Hilbert 
space. The bounded operators A(~a(X» and A(~/l(J.L» 
corresponding to ~a(X) and ~/l(/J.) respectively have 
to be, because of the isomorphism, indempotent 
elements, i.e., they are projection operators. Ob­
viously, because of the definitions of Xa and X/l, and 
because of the complete isomorphism, the projector­
valued functions A(~a(X» and A(~/l(/J.» represent 
the spectral decompositions of A(xa) and A(x/l) 
respectively. As the Spectral Theorem says that a 
spectral decomposition is unique, it follows that 
A(~a(X» = A(~/l(X» and therefore ~a(X) = ~~(}\), 
X E RI. According to Lemma 11, which asserts that 
Rule 3 defines an injective mapping of the set 
Qa(0

,
/ 9 into ~~ and therefore into ~/, we can con­

clude that qa(x) = q/l(X), X E Rl. But then we can 
write 

pp';a;p"(B' X B X B") =pP';/I;P"(B' X B X B") 
(2.145) 

for all ~', ~" E e, B' E (5'./", B" E (BP", and BE ::II. 
According to Proposition 3 in I, Sec. 2.2, we can con­
clude that a = {3. Q.E.D. 

Theorem 4: The mapping of 0 b into ~(0/) (de­
fined by Rule 5) determines a complete isomorphism 
of each normed commutative real algebra e E fir: 
of compatible bounded observables into a subalgebra 
~(e) of ~. 

Proof: It should be obvious that the algebra ~(0/) 
has been so constructed, and the rules 1 to 5 so 
formulated, that the mapping of each e E fir: into 
~(0') is a homomorphism which maps each element 
of e into a Hermitian element of ~(0/). Theorem 5 

18 Reference 12, p. 314. 
19 Note that we can write a =!( f), f E 0/, !('X) E 5'~, 

and therefore q "('X) = xt.( f), B~ = f-1(B,,). Therefore we 
have q"('X) E Q.(et) (and similarly ql!('X) = Q.U)/)) for all 
}. E Rl. 
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tells us that this mapping is injective, i.e., we deal 
with an isomorphism. The proof that this is a com­
plete isomorphism will be completed if we show that 
the norm of each element a of e, which coincides with 
the bound lIall of the observable, coincides with 
Ilx",ll. We have 

(2.146) 

Therefore 

(2.147) 

On the other hand, according to the definition of the 
bound of an observable, each interval [ilall - E, !lallJ 
in R a has to be a nonzero interval for each 0 < E < 
lIall. Hence, on the basis of Ax. IX, there should 
exist for each such E at least one such p. E s that 
P~«Ilall - E, Hall) = 1. Therefore 

As E is arbitrarily small, we get 

= sup (ilall - e)2 = \laW. 
O<.$lIall 

From (2.147) and (2.149) we deduce that 

\Ix,,!! = Iiall 
and our assertion is proved. 

(2.148) 

(2.149) 

(2.150) 

Q.E.D. 

Lemma 13: To each ordered pair (d, B), d E il, 
B (B1i,20 can be assigned an element x! of 21:«(9') 
in such a fashion that x! is the element of 2I:!0) «(9') 
assigned by the rules 1-5 to the question x!(d) 
in case that {d} = C, and the linear manifold in 
21:«(9') spanned by all elements x!, d E iV, B E (Ba, 

20 Strictly speaking, we have been able to carry through 
each step of the proof for the case I <> I *' C only when B E & Ii 
(see footnote 21). However, usually all arguments in this 
paper using Lemma 13 as is stated can be replaced by some­
what longer arguments using the weaker form of this lemma 
in which &a replaces (l,)1i in case that {<>l *' C. All these 
modified arguments would make use of the fact that (l,)1i is 
the monotone class generated by &Ii (Lemma 11). The only 
exception might be the proof of Proposition 1 is Sec. 3. 2, We 
believe, however, that this lemma is true as is stated and that 
it is not necessary to introduce the additional axioms that 
sup PIi*;Ii(B* X B) < + CD for any B E (l,)a. 
PEl 

is identical with 2I:!Ol (0'), i.e., the general element of 
2I:!O) (0') has the form 

Bl E (B1i" ... Bn E (Ba •. (2.151) 

For such an x we have 

(2.152) 

Proof: Pick up a fundamental set 0' and any n 
questions x;~(al)' ... x;:(a .. ), ak E 0', Bk E (B("'), 
k = 1, ... n. We will denote with x!, B = Bl X 
. .. X B" the element of 21:1°) (0') assigned to the 
element of 21:2«(9') containing the ordered product 
x;~(al) 0 ••• 0 x;:(a,,). To any set B of the form 
B = Bl V ... V B k , B j , ••• , Bk E (B(ad X 

X B(an
), B. n B; = f2f for i :;C i, the element 

x! = x!, + ... + x!. 

is adjoined. It is obvious, from"the definition (2.40), 
that 

(x!)p = P"" '''''n(B). 

Denote the class of all sets of the form Bl V ... V 
Bk Bl ... Bk E (B(a') X ... X (B(a n) k = 1 2 .. . 

, 0 ' , " ) 

by (B (a, • •• 'a.). According to Ref. 12, Theorem E, 
Sec. 33, &a is a Boolean-algebra. 

On the other hand, Theorem B, Sec. 6 in Ref. 12, 
tells us that the monotone class of sets generated 
by & /I coincides with the Boolean (T-algebra generated 
by&a, i.e., with (Ba. If B l , B2,'" E &/1 is a monotone 
sequence and limk-oo:> Bk = B, then we can show that 
the sequences xL xt, ... and (x!.)*, (x!.)*,··· 
are Cauchy sequences in the strong topology of 
2I:~ which satisfy the conditions of the Restrictive 
Rule in Sec. 2.4. Namely, we get as in similar pre­
vious cases in this section that 

«x!,. - x!.)*(x! .. - x!.)p 

= pa.:a(B! X Bm) - pa.;a(B! X Bn) 

- pa·:t.(B! X Bm) + pa.;a(B! X Bn). (2.153) 

Each of the terms on the right-hand side of (2.153) 
differs arbitrarily little from pa';fz(B* X B) (because 
of the continuity from above and below of the meas­
ure pt..; t.) for m and n sufficiently great, and there­
fore xL x!., ... is a Cauchy sequence in the strong 
topology; a similar procedure proves the same for 
(x!,)*, (x!.)*, .... As 

Ilx!~W = SUPPE$ pa*:a(Bt X B l ) 

and p~.:a(Bt X B l ) ~ P&·;~(B* X B) when 
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k -+ co, while SUPPES P"'>:&(B* X B) < + 00,21 

it is obvious that all the conditions of the Restrictive 
Rule are satisfied and x! exists. Because of Lemma 
9 in Sec. 2.4, we have 

(x~>p = lim (x~.>p = P"'(E). (2.154) 
k~'" 

Thus, we have shown that, for any IX E e and any 
B E m&, there is an element x! of ~~, and therefore 
an element of ~I which will be denoted also by 
x!, such that 

(2.155) 

Considering the form of the sequence of elements 
of ~~, given by (2.83), which are submitted to the 
Restrictive Rule, it is obvious that we have proved 
our lemma entirely if we show that any sequence 
of elements of ~~, having the form 

(2.156) 

is convergent in the strong topology when all se­
quences B H , B j2 , '" ~ = 1, ... n) are monotone 
sequences of sets from m&. To simplify the notation, 
consider the case when n = 2 and when the sequence 
B n , B 12, ••• E &" is increasing while B2l , B22 , ••• E 
&& is decreasing; this case possesses all the significant 
features of the most general case. 

Write B~ = U7-1 B li , B~' = (\~-l Bu. The 
sequence Br', B~', .. , is a decreasing sequence of 
sets from &&. If we write B~' = ml) V ... V m'·) 
(B(il (\ mj) = 9J if i ~ j), where ml), ... B!··) E 
m(a.> X .,. X mea,>, IX = (all'" a,), then, ob­
viously, B~~1 can also be written as a union of dis­
joint sets, belonging to B(a') X ... X B(a,), which 
are of the following form: 

21 We can easily prove that SUPPES P&>:&(B* X B) < + 
00 in case that BE &a. Take first BE (B(a,) X ... X (B(an), 

a = (ai, ... an). In case that n = 1, we have pa: a(B X B) = 
pa(B) ::::; 1. Using (2.83) (Hypothesis 2), we get that, for any 
(3 E 0 / , BI E (B<.8), P&>:Ii:Ii:"(B* X BI X BI X B) ::::; 
Plli:Ii(BI X BI ) X P&>:&(B* X B) ::::; pa>:&(B* X B). There­
fore, by induction, we prove that P&·: &(B* X B) ::::; 1 for any 
PES, al> ... an E 01 and BE (B(a,) X ... X (B(an). If we 
have B = BI V B2, where BI (\ B2 = )25 and BI, B2 E (B (a,) X 
... X (B(a n), then, by using the above result, we get easily that 

P&·:&(B* X B) < 2(1 + I P&·:&(BI* X B2 ) I ). 
By applying Cauchy-Schwartz inequality on (Aa *(BI *) 
A&(B2»p, where A&(B) is the element of ~31 corresponding to 
the question XB& (see Sec. 2.4), we get 

I P&·:8t(BI* X B 2) I ::::; P&·:&(BI* X BI) p&.:a(B2* X B2)' 

This and the previous formula enable us to conclude that 
SUPPES pa.>:a. (B* X B) < + 00 for the above introduced. B. 
By induction, we can prove the same result for any B E (Ba.. 
On the other hand, we do not know whether the same is true 
for any element of (Ba, but, as mentioned in the previous 
footnote, this does not essentially influence the later results. 

•• 
m~1 U (m~) V ... V B!~,), 

i=l 

p = 1, ... m. 

This indicates that we can write B2 = (\;-1 Br 
in the form of a union of an, at most, enumerable 
number of sets belonging to mea') X '" X mea,). 

Therefore, we will have B2 = U:-l B~" where 
B~" C B~" C ... is an increasing sequence of sets 
belonging to &a •. Thus, according to our earlier 

'd t' a., a. '11 t d (a."a.,) COnsi era IOns, XB.,XB." WI converge owar sXB 

in the strong topology when k -+ co. 

On the other hand, the sequence (B~ X B~') -
(B~ X B~") = B~ oX (B~' - B,") is a decreasing 
sequence of sets in m(&·a) tending to the empty set. 
This implies that x!.,(x!. .. - x!., .. ) tends to 0 in the 
strong topology when k -+ 00. Thus, we conclude 
thatx1a

. td is the strong limit of the sequence x!.,x! ... , 
k = 1,2, ... . Q.E.D. 

Theorem 5: Denote by ~.(e/) the closure of ~(e/) 
in the strong topology. All the algebras ~.(e/) deter­
mined by different fundamental sets of observables 
are indistinguishable from an algebraic point of view, 
i.e., they are *-isomorphic. 

Proof: Take any two fundamental sets ei and e~ 
and consider the images d (ei) and d (e~) of the set 
eb in the B*-algebras ~.(ei) and ~.(e~) respectively. 
Already from (2.150) we can conclude that 

(2.157) 

is true for any {j E eb • From Lemma 12 we can easily 
derive that 

(2.158) 

again for any (j E eb • The mapping Xli -+ Yli = \p(xli) 
is obviously an injective mapping (having therefore 
an inverse) of d(ei) onto d(e~), which preserves the 
norm and the value of any of the functionals (x) P = 
(\p(x)p, x E deeD. 

Pick up a monotone sequence B I , B2 , ••• of sets 
from &a, IX E ei, having as a limit a set B in ma. 
According to Lemma 13, the corresponding sequence 
xL xL' .. of elements of ~!O) (ei) converges strongly 
to an element x! E ~!O)(eD. As we can write each 
x!., k = 1, 2, '" , in the form of a finite sum of 
products of elements of ~(e~) assigned to questions, 
we can denote by Y!. the elements of 2I(e~) defined 
as the same sums of products of elements of d(e~) 
adjoined by the mapping \p to the corresponding 
elements of d(e~). (Note that these Y!. will not belong 
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in general to ~!O) (en, because, in general, £2 EE e' 
when £2 E ei.) To show that y!" Y!., ... converges 
in the strong topology, we have to prove that 

(y~.)p = (x~.)p, 

«y~ .. - y~n)*(Y~ .. - yt»p (2.159) 

= «x~ .. - x~o)*(x! .. - xt»p. 

Relations (2.159) are established if we show that, in 
general, 

( a. ao) pa';' .. ;ao(B X X B) YB • .•• YBo P = I' • • .. , 

ai, ... a .. E e, BI E (Bc a
'), ••• B .. E (Bc an

). 

(2.161) 

A A A A 'h If a l = ftCfil) , ... a,. = !n(fi .. ), fil' .,. fin E e~ t en 
(2.161) is proved by noticing that y;: ... y;: = 

Y~:-'CB') ... Y~=-'CB.) and that we have, according 
to Lemma 13, 

( 8. 8.) Y,.-'CB.) ••• Y'.-·CB.) P 

(2.162) 

Thus we conclude that yt, Y!., ... converges in 
the strong topology to an element of ~.(e') [but not 
necessarily to an element of ~(e~)], which will be de­
noted by Y!' As the linear manifold spanned in 

( I & , B E &. d' t ~. el) by all xB , £2 E ell (B , IS, accor mg 0 

Lemma 13, identical with ~!O) (eD and the algebra 
m!°)(ei) is everywhere dense (in the strong topology) 
in ~.(ei), we can say that there exists a *-isomor­
phism between ~.(eD and a subalgebra of ~.«(9~). 
By reversing the roles of ei and e~, we may conclude 
that this *-isomorphism is between ~.(eD and 
~.(e~). If we extend the domain of definition of 
(x)p and (y)p, x E ~(ei), y E ~(e~), in a natural 
manner to the entire ~.(eD and ~.(e~) respectively, 
then it is easy to see that 

x E ~.(ei), cp(x) E ~.( e~), 
(2.163) 

and that the functionals (x)p, PES, will be positive 
and defined everywhere in ~.(ei). If we define 

x E ~.(ei), 

Y E ~.(e~), 
(2.164) 

this functional will not be necessarily finite every­
where, i.e., it will not be necessarily a norm. Q.E.D. 

Finally, we can summarize the most important re­
sults of this section in the following theOrem: 

Theorem 6: The language £ given by the Axioms 
I to IX in I, Sec. 2.2., can be embedded in a B*­
algebra ~(e') if the set of all physical states is such 
that Axiom X is also fulfilled. This embedding is 
such that there is an algebra U4 (e') which is every­
where dense in ~(e') in the uniform topology defined 
by the norm of ~(ef). The algebra U4(e') itself is 
the closure in a strong topology (Sec. 2.4) of the 
algebra generated by the image in the algebra ~(e') 
of the set ~ (e') of all the questions on the funda­
mental set e'. The algebra ~«(9') will, in general, 
depend (in a physically unessential way) on the 
fundamental set e' of observables which has been 
taken as the starting point of the construction of 
~(e'). 

3. THE HILBERT-SPACE REPRESENTATION OF 
THE QUANTUM-MECHANICAL LANGUAGE £ 

3 .1. The physical states as positive functionals on 
the B*-algebra !l( 01) 

In the last section, we have proved that the set 
of bounded observables eb can be embedded in the 
B* -algebra U (e'). A well-known theorem of the theory 
of Banach algebras22 tells us that any B*-algebra 
is completely isomorphic23 to some subalgebra of 
the algebra 5B(X) of all bounded operators on a 
Hilbert space X (which is therefore a C*-algebra). 
On the first sight, it would be sufficient to take such a 
Hilbert space X to provide a representation for our 
language £. However, a careful study of the proof 
of the above mentioned theorem (see especially the 
proof of theorem 1, p. 260 in Ref. 12) will soon 
convince us that the Hilbert space X, introduced in 
the course of this proof, does not provide at all an 
injective mapping of the positive indecomposable2

' 

functionals on a B* -algebra into the set X of Hilbert­
space vectors. Therefore we will proceed in our own 
way. 

Lemma 1: The mapping P .... (x)p, PES, x E 
~4(e'), is an injective mapping of the set S of all 
physical states into the set X(~n of all positive 
linear functionaIs on ~{, i.e., if PI ~ P2 then (x)P. ~ 
(x)P., x E U:. 

Proof: It is self-evident that (x)P. ~ (x)P. implies 
PI ~ P2 because it is evident from the construction 
of (x)p [see (2.40)] that each P determines 
(x)p uniquely. Hence, we are indeed dealing with a 
Inapping. 

Now, it follows directly from Proposition 1, Sec. 
II Reference 12, Theorem 5, p. 314. 
13 Reference 12, p. 189. 
M Reference 12, p. 265. 
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2.3 in I, that if PI ¢ P 2 then there exists an n~tuple 
(ai, ... a,,) E e/ and Borel sets Btl ... B" E (Bl 

such that 

P~"" '''~(Bl X ... X B,.) 

¢ P;""'''A(B1 X ... X B,,). (3.1) 

If Xo is an element of ~! corresponding to an element 
Ao E ~2(6') which contains the polynomial form 
on fl': 

1qI 0 ••• 0 q .. , 

then, according to (2.40) and (2.42), 

(XO}Pi = (Ao)p, = p~,: ... :aA(Bl X ... X B,.), 

i = 1, 2, (3.2) 

Lemma 2: The functional (x)p, assigned to PES 
and defined on ~!O)(6f) by (3.2), is uniquely ex­
tendable on the completion ~(0') of the normed 
*-algebra ~4(6f). 

Proof: According to Lemma 1, (x)p is a positive 
linear functional, and therefore Cauchy-Schwartz 
inequality is applicable. Hence, if by 1 we denote 
the unity of ~(6f), we can write, 

I(x)p I = I(lx)pl .:::; «1 *l)p(x*x)p)! 

= «x*x)p)t .:::; Ilxll, x E ~!O)(19f). (3.3) 

Inequality (3.3) shows that (x) p is a continuous func­
tional on ~!O) (19'). Hence, it can be uniquely extended 
to a functional on the completion ~f of ~!O) (6'), 
which can be shown, by standard methods, to be 
linear and positive. Q.E.D. 

Lemmas 1 and 2 yield the following theorem: 
Theorem 1: Thefunctionals (x)p(x E ~(6'), PES) 

defined as extensions of the positive functionals 
(x)p, x E ~!O)(6'), on the everywhere in ~I dense 
algebra ~!Ol(19'), which is completely isomorphic to 
~4 (6'), are positive continuous linear functionals on 
~(6'). The set of these functionals will be denoted 
by x'. 

3 .2. The set X' of positive functionals on !{( 01) 
representing physical states 

Following a widely adopted notation, we will 
denote by ~'(19') the space conjugated to ~(19'), i.e., 
the space of all continuous linear functionals on the 
normed space ~(6'). 

Proposition 1: The set X' of all positive linear 
functionals representing physical states is convex 
and closed in the weak topology of ~/(19/). 

Proof: Let (x)p" (x)p" ... (x E ~(6'» be a 
Cauchy sequence in the weak topology of ~'(19') of 
elements of x'. Then, for any x E ~(6/), 

I(x}p", - (x}p.1 < E for n, m > N(e, x), (3.4) 

and therefore lim,. ..... (x}P. exists and defines a func­
tional I(x) on ~/. It is easy to check that I(x) is a 
positive linear functional on ~f, and therefore a 
continuous one. We will show that it belongs to Xl. 

According to Lemma 13 in Sec. 2.5, there exist for 
each <2 E 5' and each B E (B II such elements x! 
of ~!O)(6/) that (x!)p = PII(B). Therefore, on the 
basis of Proposition 4 in I, Sec. 3.3, we can conclude 
that PI, P21 ••• is a Cauchy sequence in the weak 
topology of S, because, for any <2 E 5', B E (BII, we 
have 

for m, n > N(e, x~). (3.5) 

According to Axiom VII, there exists a weak limit 
PES of this sequence. Hence we will have 

(x!)p = f(x~), <2 6', B (BII. (3.6) 

As Lemma 13 in Sec. 2.5 tells us that the linear 
manifold spanned by all x!, <2 E 5', B E (BII, is 
identical with ~!O)(6'), we can write 

(x}p = f(x), (3.7) 

Due to the fact that both functional (x)p and fex) 
are continuous linear functionals, we can deduce 
from (3.7) that f(x) = (x)p everywhere on ~(6/). 
Hence X' is indeed closed in the weak topology of 
~/(6f). 

To prove the convexity of x' we have only to 
note that 

(x)'P,+(l-IlP. = t(x)P. + (1 - t)(x)P., 0':::; t .:::; 1 
(3.8) 

which is easy to derive from (2.155). Relation 
(3.8) and Axiom VI show immediately that X' is 
convex. Q.E.D. 

Proposition 2: The set X, is bicompact in the 
weak topology of ~'(6'). 

Proof: The set ~ of all the functionals f(x), x E 
~(6/) in ~'(19') which satisfy the relation 

If(x) I .:::; !Ix I I (3.9) 

is, according to Proposition III, p. 56 of Ref. 12, a 
bicompact set in ~'(19'). It can be immediately in­
ferred from (3.7) that all the functionals from X, 
satisfy (3.9). Therefore X, is a subset of ~, which 
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is closed (Proposition 1). Hence X' is a biocompact 
set in the weak topology of ~'(0'). Q.E.D. 

Once the convexity and bicompactness of Xl in 
~'(0') has been established, we can apply Krein­
Milman theorem25 and obtain the following prop­
osition: 

Proposition 3: The set X' contains extremal points 
and is the smallest convex closed set which contains 
all the extremal points of X'. 

Proposition 4: A continuous functional f(x) E 
~'(0') is an extremal point of X' if and only if it 
belongs to X', i.e., f(x) = (x)p, PES, and if the 
corresponding physical state P is a pure state, 
PESo. 

Proof: If PESo then, naturally, f(x) = 
(x)p E x' by definition. Assume that there are such 
fl' f2 EX', 0 < t < 1 so that 

f(x) = tft(x) + el - t)Mx). (3.10) 

Then Mx) = (x)p" Mx) = (x)P •. By inserting ~ 
(3.10) an element x! of ~~O)(0'), where & E 0, 
B E (BII, we obtain 

pft(B) = tP~(B) + (1 - t)P~(B). (3.11) 

As & is any element of 0' and B is any element of 
(Bet, (3.11) cannot be true if P is a pure state. Hence 
f(x) is J.n extremal point of x'. 

Take now any extremal point f(x) of X'. According 
to Proposition 3, f(x) belongs to X'. Therefore there 
is such aPE S that f(x) = (x)p. Assume that P 
is not a pure state, i.e., there are such PI, P 2 E S 
that for any & E 0', BE (BII, (3.11) is valid for some 
o < t < 1. Then we have 

<x~)p = f(x~) = t(X!)P1 + (1 - t)<x~)P.' 

o < t < 1, (3.12) 

for any x! E ~~O)(0') corresponding to some 
& E 0', B E (BII. As the linear manifold spanned 
by all x!, & E 0', B E (B" is identical with ~~O)(0') 
(Lemma 13, Sec. 2.5), and therefore is everywhere 
dense in ~', we conclude that (3.12) is true for any 
x E ~/. But this would mean that f(x) is not an 
extremal point of X'. Q.E.D. 

We will call a positive functional f(x) E X, 
indecomposable on X' if every (positive) functional 
Mx) E X' dominated by f(x) is a multiple of f(x), 
i.e., if 

for some X > 0 implies that Mx) = Xd(x). Note 
that this definition differs somewhat from the defini­
tion of an indecomposable positive functional,26 be­
cause, in our definition, not all positive functionals 
from ~'(0') are considered, but only the ones belong­
ing to X, (which does not necessarily consist all 
positive functionals). 

Proposition 5: Each positive functional f(x) E X' 
,. I 'tf' indecomposable on X IS an extrema pom 0 X. 

Conversely, each extremal point of x' is an inde­
composable functional on X'. 

Proof: Assume that f(x) E X'is an indecompos­
able on X, positive functional. Assume further that 
there exist functionals ft(x), f2(X) E X', and a real 
number 0 < t < 1 in terms of which f(x) can be 
written in the form (3.10). AsMx) E X' and t < 1, it 
follows that (1 - t)Mx) is a positive functional. 
Therefore, we have 

1 
ftCx*x) < t f(x*x) , ft(x) E X'. (3.14) 

But (3.14) contradicts the assumption that f(x) is 
indecomposable on X'. Hence f(x) must be an extre­
mal point of X'. 

Assume now that f(x) is an extremal point of 
X'. Then, according to Proposition 3, f(x) E X'. Let 
us assume that there is a functional fl(x) E X' 
dominated by f(x), i.e., staying in relation (3.13) to 
f(x). Then, necessarily, X ~ 1, because ft(I*I) = 
fl(I) = 1 = f(I) = f(I*I) (1 denotes the unity of 
~'). We can assume that X > 1, because, if (3.13) 
is true for X = 1, then it will be certainly true for 
X > 1. 

From (3.13) we derive that 

f ( ) 
- tex) - I/AMx) 

2 X-I _ I/A (3.15) 

is a positive functional. If x. is the element of ~' cor­
responding to the question q = x!e&)(& E 0, {&I = 
C, B E (BII), then, by inserting it in (3.15), we get 

Mx.) = 1 _II/A (plI(R) - ~ P~(B»), 0 < ~ < 1. 

(3.16) 

It can be easily verified that, for any q E e, we have 

x~x. = x! = x •. (3.17) 

Therefore, 

1 (plI(B) - ! PII(B») > 0 
1 - I/A A 1 -

ft{x*x) :::; Xf(x*x) 

26 Reference 12, p. 62. 

(3.13) for {&I = C, and the conditions of Axiom VI(2) are 

28 Reference 12, p. 265. 
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fulfilled. Hence, there is a physical state P 2 S such 
that 

Mx.) = P:(B) = (Xq}P., & E e, B E mil. (3.18) 

We will also have, for any & E e', B E (Ell, that 

Mx!) = P~(B) = (x!)P.' 

As the linear manifold spanned by x!, & EO', 
B E (Ell is everywhere dense in 2{/, we conclude 
that Mx) = (x)P.' and therefore Mx) E ae. But 
then (3.15) can be written in the form 

f(x) = ~ Mx) + (1 - ~)Mx), (3.19) 

where /t(x), Mx) E Xl and 0 < II}" < 1. As (3.19) 
is impossible if f(x) is an extremal point of Xl, we 
conclude that f(x) is indecomposable on Xl. Q.E.D. 

The most important results of this section can be 
summarized in the following theorem: 

Theorem 2: The set X~ of positive functionals on 
2{(OI) corresponding to pure physical states coin­
cides with the set of all extremal points of the set 
Xl of all positive functionals (x) p corresponding to 
physical states PES. This set also coincides with 
the set of positive functionals which are indecompos­
able on Xl, 

3 .3 The representation Hilbert space :JC of the 
language £ 

By formulating Theorem 1, Proposition I, and 
Theorem 2 of Ref. 12 to fit our purposes, we get the 
following Proposition: 

Proposition 1: To every functional (x) p E Xl cor­
responds a continuous cyclic representation x --7 A ~ 
of the Banach algebra 2{(ef

) in a representation 
Hilbert space ae. The cyclic vector ,¥P is such that 

(x)p = (,¥P, A~'¥P), (3.20) 

If, for a given PES, there are two representations 
of 2{f, x --7 A~ and x --7 B~, with representation 
Hilbert spaces X~, X~, and cyclic vectors '¥~, '¥~ 
respectively, for which 

('¥~, A~'¥~) = (x)p = ('¥~, B~'¥~), (3.21) 

then these two representations are equivalent, Le., 
there exists an isometric operator V, with domain 
of definition Xl, and range X 2 such that 

(3.22) 

Theorem 3: There is such a Hilbert space X for 
which the algebra 2{(O') is completely isomorphic to a 
C*-algebra 5S(e') (which, in general, is a C*-subalge-

bra of the algebra 5S(X) of all bounded operators on 
xl, and there exists an injective mapping P --7 ,¥P of 
the set So of all pure states into the Hilbert space 
X. This mapping is such that, for each 

(x)p = (,¥P, Ax'IFP
), x E 2{(d) , Ax E5S(d) , (3.23) 

where Ax is the image of x in 5S(ef
). Besides, the lin­

ear manifold spanned by all vectors 'IFP
, PESo, is 

everywhere dense in X. Obviously X provides a rep­
resentation space for the language £ because it 
follows from (3.23) that requirement (1.1) is satisfied 
and it will become evident from the construction of 
X that (1.2) is also fulfilled. 

Proof: Consider the set H of all Hilbert spaces 
X

P
, PESo, which are defined on the basis of 

Proposition 1. Introduce a partial ordering in H by 
defining that X p

, :5 X
p

• if X p
, is isometrically iso­

morphic to a subspace X/
p

, of X p
, in such a manner 

that there exists in relation to X,p, a cyclic vector 
'¥,P, of the image 58,P'(e/) in 58(X'P,) of the C*­
algebra 58P '(ef

)21 for which 

x E 2{(e'). (3.24) 

Here, A~P' denotes the image VA;"V-1 of A;" E 
5SP '(ef

) under the isometric mapping V from x
p

• 

onto X/
p
'. Obviously, all the axioms of partial order­

ing are satisfied, in particular, X P1 ~ X P
', X

p
, ~ 

X
p

, imply that x P1 
'" X

p
, (meaning that these two 

spaces are isometrically isomorphic) and 58P '(e') ro..I 

5SP '(e') (meaning that these two C*-algebras are 
equivalent) . 

Denote by H 0 the set of all finite direct sums 
X

p
, EB '" EB X p

• of elements of H, which are such 
that x P

; ~ x P
; can be true only for i = j, and 

that there does not exist for i ~ j such an x P E H 
that x P :5 X P

; and x P ~ x PI
• In case that, forn 

Hilbert spaces X P
', X P

', ••• X
p

• E H, the first con­
dition is fulfilled but not the second, build a cor­
responding element of H 0 in the following way: 
denote by X' the Hilbert space which is isometrically 
isomorphic to the subspace of X

p
, spanned by all 

the vectors which belong to at least one X,P C 
X

p
, for which x P ~ X

p
, (in the partial ordering 

of H). Then build the space x' EB (XP'8X') EB 
(XP '8X"), where X" is the corresponding subspace 
of x p

, which is isometrically isomorphic to X'. Con­
tinue in this fashion, consecutively, with X P

', ••• 

X Pn
• It should be noticed, incidentally, that the 

construction does not depend on the order in which 
X P

', '" X
p

• are taken. 
To each Xo E Ho will correspond a O*-algebra 

27 }8P(0f) denotes the C*-subalgebra of }8(:JCP) which is 
*~homomorphic to ~(0/ ) (Proposition 1, Sec. 3.3). 
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5B(f)', Xo) determining a representation of 2l:(f)'); 
e.g., in the case when Xo is built from X p

, and X P
', 

5BP '(f)') leaves invariant X' as well as X,p, eX', 
and 5B P '(f)') leaves invariant X" and X

p
• ex". 

Hence, we get the element Az E 5B(f)', Xo) by taking 
the corresponding direct sums Az = A~ EB A~' EB 
A~", where A~ E 5B(X' ), A~' E 5B(XP, e X'), 
A~" E 5B(XP

, eX"). 
We introduce a partial ordering in H 0 by writing 

Xl ~ X 2 (Xl' X 2 E Ho) if and only if Xl is isometri­
cally isomorphic to a subspace of X 2 , and if, for any 
X

p
• which entered in the building of Xl, there is 

such an X P1
' which entered in the building of X 2 , 

then X p
• ~ X P1

' (in the partial ordering of H). 
Denote by H 1 the set of all Hilbert spaces which 

are either elements of H 0 or which are the limits of 
monotone increasing sequences of elements of H o• 

We will introduce a partial ordering in Hl defined 
in the following way: Xl ~ X 2 (Xl, X 2 E H l ) if 
and only if, for any given X~ .. ) E H 0 in the sequence 
X~l), X~2), .•. determining Xl, there exists an 
X~m) E H 0 in the sequence X~l), X~2), .,. deter­
mining X 2 , which is such that X~,,) ~ X~"'). 

It is easy to see that Hl satisfies the conditions of 
the Zorn's lemma. Namely, take a linearly ordered 
sequence Xl ~ X 2 ~ ••• of elements of Hl which 
is such that 3C,. ¢ X .. +l (n = 1, 2, 3, ... ). (This 
condition obviously does not affect the generality 
of the argument). Denote by Xo the Hilbert space 
which is the limit of this sequence, i.e., 

Xo = Xl EB (X2 e Xl) EB (Xa e X 2) EB . .. . (3.25) 

To show that Xo E H l , choose from the sequence 
determining X .. an x!ka) E Ho such that X!~'l-" ~ 
X!I>·). Such an X!ka

) obviously exists if 

X,,-l ~ X .. (X"_l , X .. E H l ). 

We evidently have Xo as the limit of the sequence 
X~k') ~ X~k.) ~ ... of elements of Ho. 

Denote by X a maximal element (in the intro­
duced partial ordering) of H l , and denote by 5B(f)') 
the corresponding C*-subalgebra of 5B(X), which is 
completely isomorphic to 2l:(f)').28 We will show that 
X is a representation Hilbert space for the language 
.e. 

'a It will be clear from the immediately following argument 
that we are dealing with an isomorphism. The only additional 
detail that has to be remembered is that if x F- (]I) then II x /I > 
0, i. e., there exists aPE So for which (x*x}p > o. 

X can be written as a limit of Xl, X 2, ••• , where 
X" E Ho(n = 1,2, ... ). If, for some PESo, x P ~ X" 
(in the partial ordering of H o), then we adjoin, 
naturally, to P the vector ..y,P E X" (it has been 
explained earlier what is denoted by ..y,P). We ob­
viously must have, for each PESo, at least one such 
X ... Namely, if this were not so in the case of some 
Po E So, then we would have X EB x p

• E Hl and 
X ~ X EB X P

'; this would mean that X is not maxi­
mal because X ¢ X EB X P

'. 

The elements of Ho have been so built that, to 
each PESo, there can correspond only one ..yP in an 
X .. E Ho. Therefore we are dealing with a mapping. 
Evidently, this mapping is injective, because, if 
..yP, = ..yP" then (x)P. = (x)P. for all x E 2l:(f)'), 
and therefore P l = P 2 • 

Finally, the linear manifold spanned by all 
..yP, PESo, has to be everywhere dense in X. If 
that were not so, we could denote by X' the closure 
of this manifold. We have, because of Hypothesis 
2A in Sec. 2.3, that, in case II A z..yP I I > 0, Az E 
5BP (f)'), x E 2l:a(f)'), then JJA z ..yPWlAz..yP corre­
sponds to aPE S. The linear manifold spanned by 
{A .. ..yP:x E 2l:3 (f)') I is everywhere dense in x P 

because ..yP is cyclic and because of the way 2l:4 (f)') 
and 2l:(f)') are constructed out of 2l:3 (f)'). This would 
imply that X' contains all X,,, n = 1,2, ... , which 
is impossible if X' ¢ X. Q.E.D. 

We are also able to say something about the 
relation of the pure physical states, represented by 
vectors in X, to mixtures, if we reformulate Prop­
osition 1, Sec. 40.3 in Ref. 12 to suit our needs: 

Proposition 2: The set ..y' of all positive linear 
functionals (x) P on 2l: (f)') corresponding to physical 
states PES, is identical with the set of all 
functionals 

F(x) = 1 I(x) dpF(f) = 1 (x)p dpJ,.(P) 
'EX.' PE $. 

corresponding to all nonnegative measures on the 
weakly closed and bounded in norm subset x~ of 
2l:/(f)f) , which are such that PF(X~) = p;(So) = 1. 
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The p~a~e of. the Dirac formalism ~n quantum theory is inves~igated using rigged Hilbert spaces. 
EmphasIs IS laId on the representatIon of observables by contmuous linear operators and on the 
existence of sufficient eigenkets. Using the concept of labeled observables a canonical procedure is 
g.iv.en. for constructing a rigged Hilbert space and the bra and ket spaces a;e constructed for nonrela­
tIVIStIC quantum systems of n interacting particles. Spectral theory is investigated in this framework 
and the results are compared with the Dirac formalism. 

1. INTRODUCTION 

I N the preface to his book on the foundations of 
quantum mechanics, von Neumann1 says of 

Dirac's own formulation of quantum theory/ that 
it is "scarcely to be surpassed in brevity and ele­
gance," but that it "in no way satisfies the require­
ments of mathematical rigour." These require­
ments were admirably satisfied by von Neumann's 
own work, for he showed that the techniques of 
Hilbert space provide an adequate mathematical 
framework for quantum theory. Since this work 
was published, little has changed to affect the validity 
of these remarks. The improper functions of Dirac, 
the 5 function and its derivatives have stimulated 
the growth of a new branch of mathematics, the 
theory of distributions thus winning for themselves 
a firm place in the realm of rigorous mathematics. 
Yet the Dirac formalism remains far from rigorous, 
and the formulation in terms of Hilbert space is 
still the only adequate framework for quantum 
theory. The very elegance and success of the Dirac 
formalism have ensured its survival. Most of the 
current generation of books on quantum theory 
prefer to take it as their guide, rather than give 
more than a passing reference to the niceties of 
Hilbert space. The most unsatisfactory feature of 
the present situation is that the gulf between the 
Dirac formalism and Hilbert space is quite sub­
stantial, so that a lot of rethinking is necessary 
before grasping the "correct" way of expressing 
things in Hilbert space. 

Under these circumstances it is surprising how 

* The research reported in this document has been spon­
sored in part bv the Air Force Office of Scientific Research 
under Grant AF EOAR 63-79, through the European Office of 
Aerospace Research (OAR), U. S. Air Force. 

1 J. Von Neumann, Mathematical Foundation8 of Quantum 
Mechanic8 (Princeton University Press, Princeton, New 
Jersey, 1955). 

2 P. A. M. Dirac, The Principle8 of Quantum Mechanics 
(Oxford University Press, New York, 1958), 4th ed. 

little work has been done on the Dirac formalism 
itself. This paper reports on the possibilities of 
realizing this formalism within the present frame­
work of quantum theory. As we are dealing with a 
formalism rather than a precise mathematical theory, 
we must not interpret too rigidly what constitutes 
the Dirac formalism. However, two basic features 
are taken as characteristic of the Dirac formalism 
as opposed to the Hilbert space theory. These are 
that algebraic operations on the basic physical 
observables should be permitted, without having 
to worry about the domains of definition as in 
Hilbert space, and that sufficient eigenvectors should 
exist so that even the elements of the continuous 
spectrum of the observables should have correspond­
ing eigenvectors. From a purely formal point of 
view, it is here that the Dirac formalism enjoys 
its greatest advantage. We have only to compare 
the simplicity of the Heisenberg conunutation rela­
tions between position and momentum with the 
corresponding Weyl form, which is preferred by 
rigorous theory as it involves only bounded op­
erators. Formal eigenvectors corresponding to ele­
ments of the continuous spectrum can often be 
constructed explicitly-a plane wave for the momen­
tum operator or a 5 function for the position op­
erator-and their use may then be justified in the 
particular context, but to find a mathematical 
model for the Dirac formalism we must be able to 
introduce such operators for a sufficiently large class 
of observables and extend Hilbert space to a larger 
space containing all such eigenvectors. 

2. LABELED HILBERT SPACES 

The method of approach adopted in this paper is 
a cautious one, which is suited to investigations of 
such a successful theory as quantum mechanics. 
We simply take the Hilbert space formulation of 
quantum theory as exemplified by its application 

1097 
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to a specific class of physical systems and look for 
a realization of the Dirac formalism within the com­
mon structure of such systems. We are thus not so 
much engaged in modifying quantum theory as in 
interpreting the place of the Dirac formalism in 
quantum theory. Now to preserve a degree of 
abstraction and to avoid having to deal with a 
specified class of quantum systems from the start, 
it is necessary to make explicit a tacitly assumed 
feature of the mathematical structure of quantum 
theory. 

Suppose we consider physical systems without 
superselection rules; under these circumstances it 
is often held that the (pure) states are in 1 - 1 cor­
respondence with the set of all one dimensional 
subspaces of an infinite-dimensional separable Hil­
bert space, and that the observables are in 1 - 1 
correspondence with the set of all self-adjoint op­
erators on Hilbert space. While the validity or at 
least the physical significance of such an identifica­
tion is questionable the point here is that, if this 
view is accepted, then the mathematical structures 
assigned to these quantum systems are mutually 
isomorphic. Yet we can clearly distinguish between 
the different physical systems and their realizations 
in terms of Hilbert space, so there is some feature 
of the mathematical structure, which we have not 
yet made explicit. This is related to a remark by 
Dirac3 to the effect that we need a deeper classifica­
tion of representations of the Lorentz group than 
that to with a unitary equivalence, because some 
unitary transformations, for example the S matrix, 
have physical significance and cannot thus be re­
garded as physical equivalences. 

Now it seems that for quantum theory an adequate 
way of making this additional structure explicit 
is to suppose that certain of the observables have 
physical labels such as Clenergy," "momentum," or 
"spin." (Compare SegaI4

.) To deal with this we 
introduce the concept of a labeled Hilbert space. 

Definition. A labeled Hilbert space consists of an 
Hilbert space X, an index set I, and a mapping 
from I into the set of all operators on X. Two labeled 
Hilbert spaces (Xl, {AiliEr,) and (X2 , {BiLEr.) 
are said to be isomorphic if II = 12 and if there 
exists a unitary transformation U: Xl ~ X 2 such 
that 

UAiU- 1 = B i, for all i E II = 12 , 

We now suppose that each quantum system has 

3 P. A. M. Dirac, Rev. Mod. Phys. 34, 592 (1962). 
• 1. E. Segal, Mathematical Problems of Relativistic Physics 

(American Mathematical Society, 1963). 

an associated labeled Hilbert space (X, {A;} lEI) and 
that each Ai is a self-adjoint operator corresponding 
to an observable. The set of those observables cor­
responding to {Ad lEI will be called the labeled 
observables and be denoted by 01• A fully developed 
theory would associate an equivalence class of 
labeled Hilbert spaces with a given quantum sys­
tem to allow for ambiguities in the choice and 
labeling of the labeled observables of the system. 
However, this is best done after specification of the 
set of quantum systems to be considered. In this 
paper we are only dealing with quantum systems 
at a given time, so we do not need to specify whether 
we are using the Heisenberg or Schrodinger pictures. 
However, we are assuming that there exist sufficient 
observables defined at an instant of time for the 
description of a quantum system at an instant in 
time to have a meaning. In other words, we are 
taking the existence of the Schrodinger picture for 
granted. 

The labeled observables must be sufficient to 
describe the quantum system and in particular all 
the observables of the system 0. We simply suppose 
that 0' = 0f, where 0' denotes the set of all bounded 
operators commuting with 0. Setting up a rep­
resentation2 can now be understood as giving a 
description of the Hilbert space in terms of certain 
of the labeled observables. If such a description is 
to have any meaning, it must be invariant under 
isomorphisms of labeled Hilbert spaces. As an ex­
ample consider a particle of mass m, with no internal 
structure, which moves under the action of a po­
tential V(Xt, X2, X3). We can take the labeled ob­
servables as the components of position Qt, Q2, Q3, 
and of momentum P t , P2 , P 3 of the particle, and the 
total energy of the system, given by the Hamiltonian 
H. Now the configuration space representation is 
that representation which diagonalizes the com­
plete set of commuting observables {Qt, Q2, Q3}. In 
this representation the Hilbert space is described 
as L2(R3), the space of square-integrable functions 
over R3

, and the states by normalized wavefunc­
tions !/t(Xt, X2, X3)' This representation is of course 
only defined up to a phase factor depending on Xt, 
X 2 and X 3 • If we further insist that PI, P 2 and P 3 

should be represented by -ili(a/ax t ), -ili(a/ax2), 
and -ili(a/aX3), respectively, then the representa­
tion is defined up to a constant phase factor, so that 
the representation of states is uniquely defined. This 
is the Schrodinger representation, which we now see 
has been completely described in terms of the labeled 
observables. All physically meaningful concepts in 
a quantum system must be described in terms of 
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the labeled observables, and must thus be invariant 
under labeled Hilbert space isomorphisms. 

Setting up a representation must be distinguished 
from canonical quantization.5 From the point of 
view of labeled Hilbert spaces, canonical quantiza­
tion may be described as an invariant procedure for 
specifying a labeled Hilbert space to within an 
equivalence. Thus considering the free particle of 
mass m, with no internal structure, we could de­
scribe its canonical quantization by saying that 
{PI' P2, P a; QI, Q2, Qa} form an irreducible set of 
self-adjoint operators, satisfying the Weyl form of 
the commutation relations, and that 

H = (1/2m)(p~ + P~ + P~). 
In axiomatic field theory we could take the field op­
erators, together with the projection on the (unique) 
vacuum state to be the labeled operators for an 
Hermitian scalar field. Prescribing a set of Wightman 
functions, satisfying the usual conditions, is then 
by the reconstruction theorem equivalent to the 
canonical quantization of the system.6 It is now 
within a presupposed structure of a labeled Hilbert 
space that we look for a natural method of in­
troducing the Dirac formalism. 

3. RIGGED HILBERT SPACES 

At this stage it is convenient to introduce a nota­
tion which can be used either to describe the Dirac 
formalism, or Hilbert space, as well as to describe 
the structure, we finally adopt. Let <I> be a complex 
vector space; we denote by <J> the complex conjugate 
space, that is the space whose elements are in 
1-1 correspondence with those of <I>, cP ~ if), but 
where the vector space operations are defined by 
the following equation: 

"Aif) + p. Vi = 'XcP + iN. 
<I>* denotes the algebraic dual of <I>, that is the space 
of linear functionals on <I>. 

We suppose: 

(1) <I> is a complex vector space, 
(2) 'l' is a vector subspace of <J>*, 
(3) X is a 1-1 linear mapping X: <I> ~ 'l' such that 

(CPI, CP2) = (CPI, XCP2) defines a positive-definite 
scalar product on <I>. 

We remark that (<I>, 'l') is a dual system/ and 
6 G. W. Mackey, The Mathematical Foundations of Quan­

tum Mechanic8 CW. A. Benjamin Company Inc., New York, 
1963). 

6 R. F. Streater and A. S. Wightman, peT, Spin and 
Statistics, and All That CW. A. Benjamin Company Inc., New 
York, 1964). . 

7 G. Kothe, Topologische lineare Rdume CSpnnger-Verlag, 
Berlin, 1960). N. Bourbaki, Espaces vectoriels topologiques 
(Hermann & Cie, Paris, 1964). 

dim <I> ~ dim 'l' ~ dim <J>*. To obtain the Dirac 
formalism from this, we call 'l' ket space and q, bra 
space. Our choice of <J> rather than <I> has no deeper 
significance than that Dirac happened to define 
the bras as linear rather than antilinear functionals 
on the kets. If we take Dirac literally at this point, 
we would be forced to add that q, '" 'l'* and that 
X is onto. This makes <I> isomorphic to its algebraic 
dual so that <I> and 'l' become finite-dimensional 
vector spaces. If Hilbert space is taken to represent 
the Dirac formalism, then X is still taken to be onto 
and <I> is taken to be an (infinite-dimensional, sep­
arable) Hilbert space under the scalar product in­
troduced above. In this case 'l' is naturally isomorphic 
to the space of continuous antilinear functionals 
on <I>, <I>x. 

We suppose a given labeled Hilbert space {X, 0} 
and we want to give a meaning to algebraic opera­
tions on 0 and algebraic relations between elements 
of 0. Such operations have an unambiguous defini­
tion on any domain D contained in the domain of 
definition of all labeled observables and invariant 
under these observables. 

AD C D, forall A E 0. 

The restriction of 0 to act only on D will serve no 
useful purpose in determining the properties of 0 
unless D contains sufficiently many vectors. We 
thus impose the condition that the labeled ob­
servables have a common dense invariant domain. 
As we want a domain determined uniquely by the 
labeled Hilbert space X, we take D to be the maximal 
invariant domain for 0. D is a vector space and we 
denote the restriction of 0 to D by 0°, and let the 
algebra with unit generated by 0° be (to. If we 
take D as our vector space <I>, and work with 0° 
instead of the labeled observables, then the algebraic 
pathologies have been eliminated. Now to enable 
us to employ analytic methods as well as algebraic 
ones, it is necessary to give <I> a topology making 
it a topological vector space and making 0° a set 
of C6ntinuous linear operators on <I>. There is a 
natural way of doing this and we have the following 
results. 

Theorem 1:8 If 0 has a common dense invariant 
domain then a topology on <I> is uniquely specified 
by the following conditions: 

(1) The topology of <I> should be finer than that 
induced by the Hilbert space X (a finer topology 
is one with more open sets). 

8 J. E. Roberts, thesis, Cambridge University. 
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(2) cP should have the coarsest such topology 
making each operator A 0 in 0 0 a continuous mapping 

AO: cP~cP 

Further, this topology has the following properties: 
(a) It is locally convex being given by the 

set of seminorms7 

(b) If 0 is countable then cP is a reflexive 
Frechet space.7 

(c) In any case cP is complete and semi­
reflexive. 7 

The proof of this result is too technical to be 
given here and we content ourselves with the re­
mark that the topology in question is the projective 
topology (Kerntopologie)7 with respect to the map­
pings 

Let T denote the embedding mapping T: cP ~ X 
that identifies cp with a dense subspace of X. If 
we denote the adjoint of T by T X and identify 
X with XX under the natural isomorphism, then 
T X 

: X ~ cpx. T X is a 1-1 mapping of X onto a 
dense subspace of cpx, if we give this latter space 
the strong topology? with respect to the dual 
system (cp, cpX). cp and X may thus both be identified 
with dense subspaces of cpx, and we have derived a 
canonical triplet of spaces cp C X C cpx from the 
labeled Hilbert space {X, 0}. From now on we 
identify cpx with the ketspace previously denoted 
by 'l'. Hence X = TXT: cp ~ cpx is no longer required 
to be a mapping onto the whole of cpx, so that the 
bras are only in 1-1 correspondence with a subset 
of the kets. 

We have now solved the problem of the meaning 
of algebraic relations between labeled observables 
in a satisfactory way because if A E 0, then 
A 0 : cp ~ CPo Hence the adjoint of A 0, A X is a con­
tinuous linear mapping A X : cpx ~ cpx. Since A 
was self-adjoint on X, this means thatA 0 CAe A x, 
reflecting the inclusions cp C X C cpx. Any algebraic 
relations between the labeled observables which we 
originally interpreted as being valid on Cp, may 
equally well be interpreted as being valid on the 
much larger space cf>x. 

Turning to the other main feature of the Dirac 
formalism (the existence of sufficient eigenvectors), 
we must now distinguish between eigenkets and 
eigenbras. There will be many more eigenkets than 
eigenbras, and while it is clear that we cannot hope 
to find enough eigenbras since such vectors must 

automatically lie in X, we might hope to find 
sufficient eigenkets. If cp is what is known as a 
nuclear space,9 then a number of accounts have been 
given in the mathematical literature showing that 
there are sufficient eigenkets to describe the spectral 
resolution of a continuous linear operator on cp with 
a self-adjoint extension to X.lO Indeed, Foia~l1 has 
already proposed using such a scheme to account 
for the Dirac formalism, although his paper con­
tains no attempt to identify the space for any 
given class of quantum systems. To ensure the 
existence of sufficient eigenkets, it is imperative to 
know when the space cp we have constructed is a 
nuclear space. The following result provides an 
answer. 

Theorem S:8 Let cp C X C cpx be a canonical 
triplet constructed from the labeled Hilbert space 
{X, 0}, then cp is nuclear if and only if there exists 
an operator A 0 aO with a self-adjoint extension 
A to X whose inverse A -1 is a nuclear mapping, 
that is a mapping of trace class.12 As A -1 is to be 
of trace class, A must have a purely discrete spectrum 
of finite multiplicity. Further, if the eigenvalues of 
A are Ai, i = 1, 2, ... , allowing for multiplicity, 
then 2:. (1 + iA.!)-l < co. If cp is nuclear then we 
call cp C X C cpx a rigged Hilbert space.13 

4. APPLICATIONS TO NONRELATMSTIC 
QUANTUM SYSTEMS 

We consider the nonrelativistic quantum system 
of n interacting distinguishable particles and allow 
each particle to have a finite number of internal 
states, mi, i = 1, 2, ... n. We assume further that 
the labeled observables include Qii and PH i = 
1, 2, ... nand j = 1, 2, 3, the position and mo­
mentum observables of the particles. We can now 
take our Hilbert space to be 

where each Xil> is a copy of L 2 (R3
) the space of 

square-integrable functions over R3 with respect to 
Lebesgue measure. We use the Schrodinger rep­
resentation so that Qii is represented by mUltiplica­
tion by Xi; and PH by the operator -ih(iJjaX;i)' 

9 A. Grothendieck, Mem. Am. Math. Soc. No. 16 (1955). 
101. M. Gel'fand and N. Ya. Vilenkin, Generalized Func­

tions 4 (Moscow 1961). 
11 C. Foia~, Comp,t. Rend. 248, 1105 (1959). 
11 R. Schatten, • Norm Ideals of Completely Continuous 

Operaters," Ergeb. Math 27 (1960). 
11 It is not assumed that 4> is necessarily a countably 

Hilbert space in the sense of I. M. Gel'fand and N. Ya. 
Vilenkin.1' 
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These operators have their usual domains as self­
adjoint operators on X. Let 

.. S 

A = L L (P~; + Q!;), 
i-l ;-1 

then A is essentially a harmonic oscillator Ham­
iltonian and has discrete eigenvalues of finite multi­
plicity. Further A -2 must be of trace class because 
L1-" < co. The restriction of A 2 to (j"> must lie 
in the algebra (to so that we may deduce from 
Theorem 2 that the labeled Hilbert space of such 
a quantum mechanical system will always generate 
a rigged Hilbert space provided that only the labeled 
observables have a common invariant dense domain. 

If we assume for the moment that (j"> C X C (j">x 
is in fact determined just by the position and mo­
mentum operators, then we can actually identify(j">. 
For convenience, we write Pi, i = 1, 2, ... , 3n 
instead of P Ii and suppress the internal degrees of 
freedom of the particles. The maximal invariant 
domain D will consist of infinitely often differentiable 
functions, i.e., Cm functions and of just those func­
tions for which xkcj><m)(x) E L 2 (RS

") for all k = 
(kl , ... ka,,) , m = (ml, ... , ma,,). Here we have 
written Xk for X~lX~' '" x~~· and cj> <m) for 

(j"> may thus be identified with the space of C· func­
tions, for which (cj>, cj»k, ... = f X2kcj><m) (x) cj><m) (x) dx < 
co for all k, m, and with the topology given by the 
norms cj> ~ [(cj>, cj»k .... ]t. Now the Schwartz space of 
test functionsl4 may be characterized as the space 
of cm functions for which 

(cj>, cj»" = J (1 + Ix!)" L cj><O)(x)cj><o'(x) dx < co 
101';" 

for p = 0,1,2, .. , , and its topology is given by the 
norms cj> ~ [(cj>, cj»,,]t, where Ixl 2 = L~'!.l Ix;12 and 
where Iql = ql + q2 ••• + qan.lO The isomorphism 
of the spaces (j"> and Sa,. follows from the inequalities 

1 + Ixl ~ 2 + x~ + ... + x: .. , 
X2k ~ (1 + Ixl)2Ikl. 

Of the other observables (which have a clear right 
to be called observables with a direct physical in­
terpretation, and thus to be included in the labeled 
observables), only the Hamiltonian (1' affects the 
existence of a common invariant dense domain 
D. The observables associated with the internal 

14 L. Schwartz, ThroNe des distN'buti01l8 (Hermann & Cie, 
Paris, 1957). 

states will of themselves give no trouble, because they 
will be bounded and it will suffice to consider the 
subset of states with a given internal configuration. 
We again ignore these internal degrees of freedom. 
Specifying the Hamiltonian H means specifying 
a self-adjoint operator on L 2 (R3n

), but for our 
purposes it suffices to assume that, for those vectors 
which are both in D(H) and in S(Ra,,) C L 2 (Ra,,), 

t4e Hamiltonian has the form 

3" P~ 
H = L -' + V(x) , 

;~l 2m; 

where V(x) = V(Xl, X2, ••• xa,,) is the operator 
of multiplication by V(x). We have already shown 
that the maximal invariant domain D satisfies 
D C S(R3,,). D thus consists of Cm functions, so 
it is clear that, for D to be dense, V (x) must in some 
sense be cm. If V(x) is not C'" at x = Xo, then 
f(xo) = 0 for all fED. This leads to the following 
criterion: 

Theorem 3: A necessary and sufficient condition 
for the labeled Hilbert space of a quantum system 
to generate a rigged Hilbert space is that the po­
tential energy function should be Cm on some open 
set 0 whose complement has zero Lebesgue measure. 

Proof: Under the hypothesis of the theorem the 
space of Cm functions with compact support in 0, 
5)(0), is an invariant domain for the labeled observ­
abIes. If the complement of 0 has zero Lebesgue 
measure, then 5)(0) will be dense in L2 (R3

,,). Con­
versely, let S be the set of points where V(x) is not 
cm. Then if fED, f(x) = 0 on S, the closure of S. 
V(x) is C'" on the open set Ra

" rv S. If S has no 
zero Lebesgue measure we can find a Cm function 
with support in S, which represents a nonzero vector 
for X, but which is orthogonal to D. Hence D cannot 
be dense in X. 

The condition of Theorem 3 is not one that is 
normally imposed on the potential in quantum 
theory. Nevertheless, the potentials normally used, 
such as those derived from the Coulomb interaction, 
do satisfy this condition. There seems no reason to 
suppose, that it would lead to any contradiction 
with experiment to assume that this condition is 
always satisfied, within the range of validity of non­
relativistic quantum mechanics. 

For particles with internal degrees of freedom, the 
potential energy becomes a matrix V;k(XI, X2, ••• xa .. ), 
where j, k label the internal degrees of freedom. 
For a rigged Hilbert space to exist it is now necessary 
and sufficient that each component should be C .. 
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on an open set n, whose complement has zero 
Lebesgue measure. If some of the particles are 
indistinguishable, the potential energy is symmetric 
in the corresponding variables, and the wavefunc­
tions are antisymmetric or symmetric depending 
on whether we have fermions or bosons. The effect 
on the Hilbert space X = ®7.1 (EB;'~1 X ik ) is to 
replace certain of the tensor products ® by the 
corresponding antisymmetric tensor products ® or 
symmetric tensor products ®. Replacing ~(R3") 
by the correspondingly symmetrized space of test 
functions the analysis would go through as before 
leaving the conclusions unmodified. 

5. SPECTRAL THEORY 

Although, as we have remarked, it is cI> which 
really corresponds to the space of bra vectors in­
troduced by Dirac, it is technically more convenient 
to avoid introducing this space and from now on 
we refer to cP as the space of bra vectors. Let us 
call an observable A continuous if its restriction to 
CP, A 0, is a continuous mapping A 0 : cP -+ CP, i.e., 
if A 0 E .e(cp). By construction the labeled ob­
servables are continuous. A continuous observable 
has three manifestations; a self-adjoint operator 
A on X, a continuous operator A 0 on CP, and the 
adjoint of A 0, A X, a continuous operator on cpx. 
We have A O CAe AX. 

An eigenvector of the observable is an eigenvector 
of A, an eigenbra of the observable is an eigenvector 
of A 0 and an eigenket of the observable is an eigen­
vector of AX. The concept, which is best suited to 
describe the spectral theory in a rigged Hilbert 
space is that of an eigenoperator. 

Definition. A nonzero continuous linear mapping 
'Y, 'Y : cP -+ cpx, is said to be an eigenoperator of the 
observable if (r/J, 'Yr/J) 2:: 0 for all r/J E cP and ifAx'Y = 
'YA 0 = A'Y. A is said to be the corresponding operator 
eigenvalue. 

To some extent the eigenoperators play the part 
of the eigenprojections in Hilbert space. Thus if 'Y 
is an eigenoperator and if 'Yr/J ~ 0, r/J E CP, 'Yr/J is an 
eigenket of the observable. 

The operator eigenvalues of an observable must 
be real, although the same does not apply to the 
ket eigenvalues. This is a familiar situation in wave 
mechanics, where formally at least we have eigen­
functions of observables, where the corresponding 
eigenvalue is not real. For example, we could con­
sider eik

•
x for the momentum operators, even when 

k is not real. On the other hand, for real ket eigen­
values, an eigenoperator is easily constructed. For 
let f E cpx be a corresponding eigenket, then 'Y = 

J ® f defined by 'Yr/J (r/J, f) f is an eigenoperator 
corresponding to the same eigenvalue. 

Yet even after introducing the concept of an 
eigenoperator of an observable, we cannot expect 
all of the operator eigenvalues to belong to the 
Hilbert space spectrum. The following example 
should serve as a warning. 

Example. Let ~ denote the usual Schwartz space 
of test functions,14 then ~ is a nuclear space9 and 
we may make it into a rigged Hilbert space by 
embedding it in L2( - 00, 00). 

~ C L2( - 00, 00) C ~x 

-(;xY + x2 is continuous on ~ and is 

essentially self-adjoint on ~ C L2( - 00, 00). Con­
sider e1z ' E ~x defined by 

(r/J, e!z') = J r/J(x)e!z' dx. 

Then [- (d/dx)2 + x2jXe!z' = -e!z', so that -1 
is an operator eignevalue of - (d/dx? + x2, but 
it is not in the spectrum of -(d/dx)2 + x2 on 
L2( _ 00, 00). 

Definition. An integral A 0 eigendecomposition 
of cP is a triplet h(z), Z, M), where 

(1) 'Y(z) E .e(cp, cpX) is an eigenoperator of A, 
if nonzero. 

(2) M is a positive regular Borel measure on a 
locally compact space Z. 

(3) z -+ (r/J, 'Y(z)1/I) is M-measurable for all r/J, 
1/1 E CPo 

(4) (r/J, 1/1) = J z (r/J, 'Y(z)1/I) dM(Z) for all r/J, 1/1 E CPo 
The eigendecomposition is said to be real if it is 
of the form h(A), R, ,u}, where A x'Y(A) = 'Y(A)A 0 = 
A'Y(A). 

Let X = J X(A) d,u(A) be the direct integral 
decomposition of X which corresponds to the spectral 
resolution of the continuous observable A.10 So 
that if 

r/J = J r/J(A) d,u(A) , r/J E X, 

then 

Ar/J = J Ar/J(A) d,u(A) , r/J E D(A). 

Theorem 4.8
•
15 There is a real integral A 0 eigen­

decomposition such that 

(r/J, 'Y(A) 1/1) = (r/J(A), 1/I(A»x 

16 C. Foia~, Rev. Math. Pures Appl. 7, 241 and 571 (1962). 
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for all cP, 1/1 E <1>, except on a set of IL-measure zero. 
This theorem shows that there are sufficient 

eigenoperators, and hence a priori sufficient eigen­
kets of a continuous observable to describe the 
spectral resolution of the observable. There will be 
a unique integral A 0 eigendecomposition if and only 
if A 0 is essentially self-adjoint, and it is only in this 
case that A 0 itself is sufficient to represent the ob­
servable. Given a set of continuous observables which 
commute in the usual Hilbert space sense of having 
commuting spectral resolutions, then we may find 
a corresponding simultaneous integral eigendecom­
position. If there are no superselection rules and we 
take a complete set of continuous commuting ob­
servables, so that the corresponding direct integral 
decomposition of the Hilbert space has multiplicity 
1, then the simultaneous eigenoperators in the cor­
responding integral eigendecomposition of <I> are 
of rank l. 

Let us consider this case in more detail, supposing 
that {All A 2 , '" An} form a complete set of con­
tinuous commuting observables, then we can find 
a direct integral decomposition of :JC 

:JC = f :JC(}'1, '" x,,) dILCA1' ... , An), 

where A, is represented by multiplication by A, 
and where :JC is the space of functions on Rn

, square­
integrable with respect to IL(Al, '" , An).lO,16 Con­
structing the corresponding simultaneous integral 
{A~, A~, ... , A~} eigendecomposition gives 

(cp, 1/1) = f (cp, f(Al' ... , An» 

X (1/1, f(Al' '" An) dIL (Al' .. , ,x,,), 

A,f(Al, '" , x,,) = A,f(Al' ... , An), i = 1,2 '" n. 

Writing the ket corresponding to f(Al, .. , An) as 
IA1' .. , , An> we have 

(cp, 1/1) = f (rf> I Al, ... , x,,> 

or 

(cp, 1/1) = f rf>(Al' .. , , x,,) 

X 1/I(Al' ... , x,,) dIL (Al, ... , An). 

We have indeed achieved just the Dirac type of 
representation as a function space over the simul-

18 J. M. Jauch and B. Misra, Relv. Phys. Acta 38, 30 
(1965). 

taneous eigenvalues of the complete set of commut­
ing observables {Ai, A 2 , ••• , An}. The equation 

cp(Al' ... , x,,) = (cp, f(Al' .•. , An» 

shows that leAl, '" , An) may be regarded as a 
kind of Dirac 5 function. We do not have the so­
called 5-function normalization, because we do not 
have a weight function unity.2 The measure 

dIL (Al' ... , An) 

is not in general Lebesgue measure, and conceals 
a sort of generalized weight function. Although we 
can decompose the measure into a discrete part and 
a continuous part, we can only achieve a true 5-
function normalization of the continuous part if 
it is absolutely continuous with respect to Lebesgue 
measure. It may well be that this is the only case 
which arises for physically interesting operators. 

6. CONCLUSIONS 

The Dirac formalism may be regarded as being 
valid for a wide range of quantum systems provided 
we make a number of modifications, the most 
important of which are: 

(1) The bras are in 1-1 correspondence with a 
subset of the kets and not with all the kets. This 
is already implicit in Dirac's work, because he 
relaxes the requirement that the complete bracket 
expression should always be defined. 

(2) The observables used in representation theory 
should be continuous. 

(3) The term" commuting observable" is to be 
understood in the usual Hilbert space sense of com­
muting spectral resolutions. 

(4) A 5-function normalization of a continuous 
spectrum is only possible when the corresponding 
spectral measure is absolutely continuous with re­
spect to Lebesgue measure. 

(5) An eigenket of an observable is only of direct 
physical significance if it forms part of the integral 
eigendecomposition, associated with the spectral 
resolution of the corresponding self-adjoint operator 
on :JC. 

Although we have only treated the case of a non­
relativistic system of n-interacting particles, the 
methods used are of wider application, and the 
difficulties seem to lie more in posing a suitable 
mathematical problem than in solving it. Basically 
the difficulty lies in deciding whether the method 
of labeled observables can be usefully employed, 
and what these labeled observables are to be in 
any particular case. Thus we can treat relativistic 
free particle equations using Newton and Wigner 
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position operators. 17 Axiomatic field theory can be 
made to fit reasonably well into the scheme as has 
essentially been shown by Borchers and Maurin. 18 

Here <I> is the space of sequences of test functions 
(cf> .. ) , cf> .. being a test function in 4n dimensions. 
The only difference is that the scalar product on <I> 
is now degenerate so that we get a rigged Hilbert 
space 

<I>/N C 3C c (<I>/N) X , 

where N Icf> E <I> I (cf>, cf» = O}. This still allows 
the use of eigenkets of continuous operators on <1>. 
All eigenkets which play a part in the integral 
eigendecomposition must be elements of (<I>/N) x, 
which is just the set of continuous antilinear func­
tionals, which vanish on N. The spectral conditions 
on the Wightman functions6 imply that simultaneous 
eigenkets of energy momentum can only lie in 
(<I>/N)X if the corresponding eigenvalue lies in the 
closed forward light cone. Hence, as is well known, 
the spectral conditions on the Wightman functions 
imply that the energy-momentum spectrum is con­
tained in the closed forward light cone. 

Some of the methods used in this work have been 
previously applied in a quantum mechanical context. 
Thus Grossman19 has given examples of eigenkets 
in quantum theory using nested Hilbert spaces, 
a concept closely related to our rigged Hilbert 
spaces. Kristensen et al. 20 have used the method of 

17 T. D. Newton and E. P. Wigner, Rev. Mod. Phys. 21, 
400 (1949). 

18 H. J. Borchers, Nuovo Cimento 24, 214 (1962). K. 
Maurin, Bull. Acad. Pol. Sci. Ser. Math. 11, 115 and 121 
(1963). 

19 A. Grossmann, J. Math. Phys. 5, 1025 (1964), 6, 54 
(1965). 

20 P. Kristensen, L. Mejelbo, and E. T. Poulsen, Commun. 
Math. Phys. 1, 175 (1965), and Math. Scand. 14, 129 (1964). 

making operators continuous in their investigations 
of representations of the canonical commutation 
relations in locally convex spaces, both for the 
finite and the infinite dimensional case. Their max­
imal spaces are then just spaces which are obtained 
by using the projective topology. 

The model we have derived for the Dirac for­
malism exhibits some of the features both sat­
isfactory and unsatisfactory of the wave mechanics, 
which preceded the introduction of the Hilbert 
space formulation. We can find all the eigenkets we 
want, but also many we do not want, and the 
problem of what boundary conditions to use has 
its abstract reflection in the failure of certain op­
erators to be essentially self-adjoint. From a mathe­
matical point of view, it is interesting that this 
model uses spaces, which may be regarded as an 
abstract generalization of spaces of distributions, 
both as regards their method of construction and 
as regards their topological vector space properties. 
Where this analogy breaks down is in the absence 
of a distinguished representation, in which we have 
well-behaved support properties. 
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The generators of SU(3) are represented by differential operators which act on states represented 
by functions of six independent variables. Orthonormal bases for irreducible representations are 
presented in the form of polynomials. These are used to construct bases for product representations, 
to derive the Clebsch-Gordan series, and to find explicit expressions for certain special isoscalar 
factors. The general isoscalar factors are then expressed as SUlns over products of these special ones. 
Also, two types of recursion relation are derived for the general isoscalar factors; we illustrate our 
method of deriving these by deriving recursion relations for SU(2) which have been obtained recently 
by other means. 

I. INTRODUCTION 

I T is the purpose of this paper to present a set of 
polynomial bases for the irreducible representa­

tions (IR's) of SU(3) and to construct the Clebsch­
Gordan (CG) coefficients for an arbitrary product 
explicitly. Our method is a generalization of the 
treatment of SU(2) by one of us l and requires 
very little of the machinery of classical representa­
tion theory. 

As noted by Moshinsky2 there are two related 
methods for treating the unitary groups. One, based 
on the classic work of W eyl, 3 utilizes the connection 
with the symmetric group to construct tensors which 
carry the representation. This method is discussed 
in detail by Baird and Biedenharn.4 Considerable 
simplification is gained by the technique introduced 
by Schwinger,5 who noted that the vectors which 
are used to construct tensors can be represented by 
boson creation operators operating on a suitably 
defined vacuum state. A variation of this method 
utilizes the properties of tensors directly to derive 
many results of the classical theory. A review of this 
approach and clarification of its relation to the 
canonical method was given by Mukunda and 
Pandit. 6 

The other method for treating the unitary groups 
is a generalization of Wigner's work on the rotation 
group. The generators are represented by differential 
operators and the states by solutions to partial 

• Work supported by the National Research Council of 
Canada. 

1 R. T. Sharp, Am. J. Phys. 28, 116 (1960). Equation (n) 
from this paper will be referred to as (I, n). 

Z M. Moshinsky, J. Math. Phys. 4, 1128 (1963). 
8 H. Weyl, The Classical Groups (Princeton University 

Press, Princeton, New Jersey, 1946). 
'L. C. Biedenharn, J. Math. Phys. 4, 436 (1963); G. E. 

Baird and L. C. Biedenharn, ibid. 4, 1449 (1963); 5, 1723 
(1964); 5, 1730 (1964). 

'J. Schwinger, On Angular Momentum reprinted in The 
Quantum Theory of Angular Momentum, L. C. Biedenharn and 
H. Van Dam, Eds. (Academic Press Inc., New York, 1965). 

8 N. Mukunda and L. K. Pandit, J. Math. Phys. 6, 746 
(1965). 

differential equations. For SU(2) this program has 
been carried out in two ways: In spherical co­
ordinates it leads to the spherical harmonics and 
in Cartesian coordinates to the functions derived 
in 1. For SU(3) the problem was studied in spherical 
coordinates by Beg and Ruegg.7 This paper is con­
cerned with the Cartesian case. [Note added in proof. 
A number of our results have been derived by A. 
Ponzano, Nuovo Cimento 41, 142 (1966), in a paper 
which appeared after the present work was sub­
mitted.] 

Moshinsky, in studying the relation between the 
two methods, was led to differential equations similar 
to ours. Since he was guided by the tensor calculus 
he found bases for SU(3) which are polynomials 
in nine variables, the components of three vectors 
in three dimensions.s The generalization to SU(n) 
is then straightforward in principle.2 Our method, 
on the other hand, leads to differential equations 
in six independent variables corresponding to the 
states of the defining representation and its con­
jugate. It is thus simpler and more natural for 
SU(3). In the language of particle physics, we can 
say roughly that Moshinsky builds particles from 
three quarks while we use a quark and an antiquark. 

Several interesting and well-known results can be 
found very simply by our method. In particular, 
we derive the eigenvalues of the quadratic and 
cubic Casimir operators, the unitary content of the 
Clebsch-Gordan series, and the Biedenharn expres­
sion for the matrix elements of the generators. The 
isotopic content of an irreducible representation 
and the dimension formula are found by inspection 
of the basis states. 

The main result, the CG coefficients, are not so 
simply derived, but we have carried the program to 
a point beyond which the manipUlations are strictly 

7 M. A. B. Beg and H. Ruegg, J. Math. Phys. 6, 677 (1965). 
8 M. Moshinsky, Rev. Mod. Phys. 34, 813 (1962). 
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arithmetic but tedious. Certain special CG coeffi­
cients are given in the form of finite sums; the gen­
eral CG coefficients are then expressed as finite 
sums over products of these special ones. We also 
derive two types of recursion relations analogous 
to those discussed recently for SU(2) by Shelepin.9 

The CG coefficients also contain stretched X coeffi­
cients for SU(2). Certain techniques for evaluating 
the latter are believed to be new. A short review 
of the existing literature on the CG coefficients for 
SU(3), with a careful discussion of the phase con­
ventions, is contained in Ref. 10. 

The plan of the work is as follows: In Sec. II 
the generators of SU(3) are represented by dif­
ferential operators and the unique heaviest state of 
an IR is found. The Casimir operators are found to 
have simple differential forms. In Sec. III the basis 
functions are given explicitly. Biedenharn's formulas 
are derived, and at the same time the basis func­
tions are normalized. The scalar product, which is 
Schwinger's work follows from the commutation 
relations of boson operators, is justified in our frame­
work. In Sec. IV the Clebsch-Gordan series is read 
off from the explicit form of the heaviest state of 
an arbitrary product representation. In Sec. V we 
derive certain special isoscalar factors. Using these, 
and a judicious recoupling procedure by means of 
X coefficients, we find in Sec. VI the isoscalar factors 
for the case P = PI + P2, q = ql + q2 which we call 
the stretched case. We derive a simple form for 
the required X coefficients at this point. In order 
to find more general isoscalar products we derive 
two types of recursion relations in Secs. VII and 
VIII. The method is illustrated by an independent 
derivation of SU(2) recursion relations. Expressions 
for the general isoscalar factors in terms of the 
"special" and stretched ones are also derived in Secs. 
VII and VIII. 

II. OPERATORS AND HEAVIEST STATES 

We denote the eight generators of SU(3) by 
R%, S%, T %, Ta, and Y. They are related to the gen­
erators of de Swartll by 

Y = Y. 

In de Swart's triangular eigenvalue diagramll with 
Ta plotted horizontally and hl3Y plotted vertically, 

g L. A. Shelepin, Zh. Eksperim. i Teor. Fiz. 46, 1033 
(1964) [English trans!': Soviet Phys.-JETP 19, 702 (1964)]. 

10 J. G. Kuriyan, D. Lurie, and A. J. Macfarlane, J. Math. 
Phys. 6, 722 (1965). 

11 J. J. de Swart, Rev. Mod. Phys. 35, 916 (1963). 

T+ FIG. 1. The ladder op-
....... _____ • erators R+, S+, T + move 

states in a weight dia­
gram in the directions 
indicated. 

the ladder operators move eigenvalues through unit 
distances in the directions indicated in Fig. 1. 

The Lie algebra of SU(3) is defined by the com­
mutation relations of the generators. In order to 
write these in a symmetric fashion we define 

(2.1) 

The nonvanishing commutators are then given by 
(2.2) and those obtained from (2.2) by cyclic per­
mutations of (RST). 

[T+, T-J = 2Ta, [Ta, T±J = ±T±, 

(2.2) 

We now introduce six independent variables ~, ~*, 
71, 71*, r, r*. The asterisks will be an aid in dis­
tinguishing between representations and their con­
jugates and do not represent complex conjugation. 
Note that we do not impose a subsidiary condition 
of the form ~~* + 7171* + rr* = const. The com­
mutation relations are faithfully reproduced if we 
take 

R±, Ra are obtained from T %, Ta and S%, S3 from 
R%, Ra by the cyclic permutation (~71r). The operands 
and hence the basis vectors of the IR's are functions 
of the six variables. The heaviest state IH) of a 
finite dimensional representation is defined by 

T + IH) = R_ IH) = S_ IH) = O. (2.4) 

The most general solution of these equations is 

IH) = m~* + 7J7J* + n*, ~*, 7J). 

Now from the form, R = ~~* + 7171* + rr* is in­
variant with respect to the generators of SU(3). In 
order to have unique basis vectors we must there-
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fore discard from the space of functions all those 
which depend on R. (This requirement stems from 
the unimodularity condition.) We find then 

IH) = fW, 1/). (2.5) 

In a finite representation, a finite number of ap­
plications of T _ annihilates IH); it follows that IH) 
is a polynomial in ~* and 1/. Since the generators 
leave invariant the degrees in unstarred and starred 
variables (denoted by p and q), we can label an IR 
by (p, q). We call a function of degree p in unstarred 
and q in starred variables a function of degree p, q. 
The heaviest state of an IR labeled by (p, q) is 
given uniquely by 

\
p, q) _ ~*qT}" 
H - (q! p!)t , (2.6) 

where phase and normalization are arbitrary and p 
and q are nonnegative integers. The other states 
are obtained by applying polynomials of the gen­
erators to IH). In the next section we present an 
orthonormal basis and a scalar product for the 
resulting vector space. The basis functions will be 
labeled by p, q, n, T, and Ta, where n ==: Y -
i(p - q) is an integer denoting the number of lines 
above (or below) the line containing \H) in the 
weight diagram. 

In the notation 

! p, q ) 
n, T, Ta ' 

we find 

IH) -(p, q) -I p, q ) 
= H - O,!(P + q), !(P + q) . (2.7) 

!
p, q ) 
n, T, Ta 

The Casimir operators can be written in terms 
of the A matrix as defined by de Swart.ll In our 
notation it is given by 

A = N - N - iP + iQ, (2.8) 

where 
a a a 

1/-aT} -T}-
a~ T} ar 

N= a a a 
(2.9) -~- ~ a~ -~-aT} ar 

t2.... a a -t- r at aT} a~ 

and N is obtained from N by starring all variables 
and transposing. The Casimir operators F2 = 
Tr A 2/2 and G3 = Tr A a can be simplified by ob­
serving that N 2 = N(P + 2), N2 = Q + (Q - 1)N, 
Tr N = P, Tr N = Q and that P and Q applied 
to any vector of an IR are p and q, respectively. 
Using these identies we find 

F2 = !((P + q)(P + q + 3) - pq]. (2.10) 

Writing G3 (p, q) for Gil, we find for the part of G3 

symmetric in p, q 

![G3(p, q) + G3(q, p)] = 3F\ (2.11) 

and for the antisymmetric part 

![G3(p, q) _ G3(q, p)] 

= (p - q)[i(P + q)(P + q +!) + ipq + 1]. (2.12) 

m. THE BASIS FUNCTIONS 

The basis functions are given explicitly by the 
formula 

= [{ !(p + q - n) + T + I}! {!(p + q + n) + T + I}! {!(p + q - n) - T}! I !(p + q + n) - T} !Ji 
(P + q + 1)1 

X 2: [l Hp + q - n) + T + n' + I}! I Hp + q - n) - T + n'l ! (n - n')! (-n') !ri 
n' 

X 2: Ip, 0 
T.' n', !(P + n'), ) I 0, q )<t(P + n'), 

T~ n-n', !(q-n+n'), Ta-n T~, 
!(q - n + n') IT). 

Ta - T~ Ta 
(3.1) 

The simple functions 

\p, ° T) and 1°, q T)' n, !(P + n), n, Hq - n), 

to which \p, q T) n, T, 
reduce when q = o or p = 0, respectively, are given by 

\p, 0 ) t-"( _~)!(,,+ .. )-T''l/l(j'hl+T. 
(3.2) 

n, !(P + n), Ta = [(-n)! {!(P + n) - Tall {!(P + n) + Ta}!)l , 
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= (nl Il(q - n) - TaJI Il(q - n) + TaJ !]t' 
(3.3) 

The last factor on the right side of (3.1) is an SU(2) 
CO coefficient. The parameters n, n' in (3.1) take 
on all integer values for which the arguments of 
factorials in the denominator are nonnegative. Thus 
according to (3.2) and (3.3) we have, respectively, 
-p ::; n' ::; 0 and 0 ::; n - n' ::; q. It follows that 

-p ::; n ::; q. (304) 

For n fixed, n' varies from a minimum of -p or 
(-q + n), whichever is greater, to a maximum of 0 
or n, whichever is smaller. Thus T, as the vector 
sum of isospins Hp + n') and Hq - n + n'), 
satisfies the inequality 

! Ip - q + nl ::; T ::; !(p + q - In!). (3.5) 

For nand T fixed, n' thus varies from a minimum of 
T - !(p + q - n) to a maximum of 0 or n, which­
ever is lesser. The number of terms in the n' sum 
is !(p + q - In!) - T + 1; for states on the perim­
eter of the weight diagram we find T = Hp+q -In!) 
and the sum reduces to a single term. 

To count states we notice by (3.5) that for fixed 
n ~ 0 there are (p + 1) (q - n + 1) states while 
for fixed n ::; 0 there are (p + n + l)(q + 1); then 
according to (304) the total number of states is 

Q 

(p + 1) L: (q - n + 1) 
.. -0 

-} 

+ (q + 1) L: (p + n + 1) 

= !(p + l)(q + 1)(P + q + 2). 

The n, T content of an IR is given by (304) and 
(3.5), which are equivalent to Eqs. (II A) and (II.5) 
of Ref. 10. The dimension formula is given, e.g., by 
de Swart.ll 

In Figs. 2, 3, 4 we show the weight diagrams and 

n 

II) ~ "'I.-
12) = ~~ 
13) =-,~ 

FIG. 2. The weight diagram 
and basis vectors for the 
representation (1,0). 

basis functions for the representations (1, 0), (0, 1), 
and (1, 1). 

The proof of (3.1) is by induction. In the case 
of the heaviest state, for which n = 0, T = Hp + q), 
it agrees with 

as given by (2.6); if we apply T % to (3.1) we get 
a multiple of the neighboring state In, T, Ta ± 1) 
(we suppress p, q in the state symbol when no 
confusion arises); and if we apply R± we get a 
linear combination of the neighboring states 

In =F 1, T + !, Ta =F i), In =F 1, T - !, Ta =F i). 
All the states (3.1) and no others are generated by 
repeated application of T ±, R±. Also (3.1) is seen 
to be an eigenstate of Y, T2, Ta with the eigenvalues 
indicated. Therefore (3.1) are the required eigen­
states but the correctness of their normalization 
has not yet been demonstrated. 

We could derive the normalization factors in 
(3.1) by means of the cranking procedure described 
in the preceding paragraph, if we assumed the well­
known values for the matrix elements of T ± and 
Biedenharn's values4 for those of R±; but it is 
possible to derive the normalization and the matrix 
elements of T ±, R% ab initio. In (3.1) multiply the 
right-hand side by a normalizing factor O"TT. to 
be determined (it will turn out to be unity). Then, 
operating with R_ and R+ we find 

R_ In, T, Ta) = C C .. TT
• a+ In + 1, T + !, Ta + !) 

,,+1. T+i. T.+i 

C C"TT. a_ In + 1, T - j, Ta + i), (3.6) 
,,+1. T-i. T.+i 

R+ In + 1, T + !, Ta + j) = - O"+I.T+t,Ta+t a+ In, T, Ts) - O .. +I.T+t.T.+i b_ In, T + 1, Ta}, (3.7) 
C"TT. C ... T+1•T• 

where 

_ [<T + Ta + 1){j(p - q +n) + T + 1}{i(P + q +n) + T + 2It!(P + q - n) - T}]t (3.Sa) 
a+ - 2(T + 1)(2T + 1) , 
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= [(T - Ta)f!(q - p - n) + T}{!(P + q + n) - T + 1}{!(p + q - n) + T + I)J1 
L ~~+n . (3.8b) 

b_, which we do not need, is obtained from a+ by 
the replacement T ~ T + 1. 

Take the scalar product of (3.6) with 

In + 1, T + }, Ta + !) 
and of (3.7) with In, T, Ta). We can equate 

(n + 1, T + !, Ta + ! IR_I n, T, Ta) 

to 

(n, T, TalR+ln + 1, T +!, Ta + i); 

they are complex conjugates because R", are Her­
mitian conjugate operators, as demanded by their 
role as generators; and they are negative by Bieden­
ham's phase convention, which we adopt. We find 
immediately 

C .. ,T,To = C"+l,T+!,To+i (3.9) 

and 

(n + 1, T + !, Ta + ! IR_I n, T, Ta) = -a+. 
(3.10) 

Similarly we can deduce 

C.,T,To = C .. +1,T-!,To+!, C",T,To = C .. ,T,To+l' (3.11) 

and 

(n + 1, T -!, Ta +! IR_ln, T, Ta) = -a_. 

(3.12) 

Equations (3.10) and (3.12) are Biedenharn's values 
for the matrix elements of R_. By repeated applica­
tion of (3.9) and (3.11) we see that the Cn,T,T. are 
all equal, and therefore equal to unity, the value 
arbitrarily chosen for the heaviest state. 

We have defined a scalar product in the space 
spanned by the functions (3.1). For later applica­
tion we wish to extend our definition of scalar 
product to include all polynomials of degree p, q. 
Specifically we want to justify the scalar product 
formula 

< 
r~*b71·71*dtr*! I (~*b'71·'71*d't'r*/') 

(a! b! e! d! e! f!)t (a' ! b/! e/ ! d/ ! e' ! t!)t 

(3.13) 

It is not hard to show that the scalar product (3.13) 
gives the generators their correct Hermiticity prop­
eties, i.e., T "" R"" 8"" are pairs of Hermitian con­
jugates, Ta, Yare Hermitian, and hence the Casimir 
operators F2, G8 are Hermitian. 

To span the space of the polynomiais of degree 
p, q we augment the functions (3.1) by including 

N G(~~* + 7171* + n*)G \p - G, q - G) , (3.14) 
n, T, Ta 

where N G is a normalizing factor independent of 
n, T, Ta and G ranges from ° to the smaller of 
p, q. The polynomials (3.14) are orthogonal since 
for different G they belong to different representa­
tions and hence to different eigenvalues of the 
Casimir operators, and their number, 

" L (P - G + 1)(q - G + 1)(P + q - 2G + 2) 
G-O 

= l(P + 1)(P + 2)(q + 1)(q + 2), 

is equal to the number of independent monomials 
of degree p, q; hence they form a complete ortho­
normal set. The N G are arbitrary so we may choose 
them to normalize (3.14) on the basis of the scalar 
product (3.13); the polynomials (3.14) and the mo­
nomials of degree p, q are then connected by a 
unitary transformation and the scalar product (3.13) 
follows from the orthonormality and completeness 
of the polynomials (3.14), Incidentally, the value 
of the normalizing factor is 

[ 
(p + q + 2 - 2G)! Ji 

NG= G!(P+q+2-G)! ' 

as may be verified by normalizing the heaviest 
state of (3.14), for which n = 0, T = !(p + q) - G. 
The polynomials (3.14) form a basis for the group 
U(3). 

IV. THE CLEBSCH-GORDAN SERIES 

The product of two representations can be re­
duced; 

(PI' ql) @ (P2' q2) = ~ (p, q). (4.1) 

We refer to terms in the sum on the right as 
product representations and to the factors on the 
left as the factor representations. We find all the 
representations (p, q) by solving the equations 

R_I/I = 0, 8_1/1 = 0, (4.2) 

satisfied by the heaviest state of any representation. 
The general solution of (4.2) is 

1/10 = f(M: + 71171: + rlr~, ~1~2 + 71~712 

(4.3a) 
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or 

Vtb = f(~I~: + 71171: + fd-t ~~~2 + 71~712 
+ r~r2' r~~: - ~~r~, 711, 712, ~~, ~~). (4.3b) 

We refer to these as case (a) and case (b), respec­
tively. The number of independent arguments of 
Vt was reduced from 12 to 7 by means of the three 
conditions (4.2) and by ignoring a possible de­
pendence on ~I~~ + 71171~ + rlr~, ~2~~ + '11 71~ + 
r2r:. (Note that Vta and Vtb are not necessarily orthog­
onal to all functions containing 

~I~t + 'I1111t + rlrt or ~2~: + 11211: + r2r~ 
as a factor, a fact which causes complications later.) 

Expand (4.3a), (4.3b) in a power series (poly­
nomial): 

Vta = (-l)"NP(~I~: + 11171: + rlr~)" 
X (~~~2 + 71h2 + r~r2)'(71lr2 - rl'l12)'71~'-"-' 

(4.4a) 

Vtb = (-l)"NP(~I~: + 11171: + rlr~)" 
X (~~~2 + 'I1h2 + r~r2)'(r~~: - ~~r~)' 

(4.4b) 

The "polynomial" can be chosen as a monomial 
since the conditions that it have definite degrees 
PI, ql and P2, q2 and be an eigenfunction of Y, T2, 
T3 do not introduce relations between the coefficients 
of different terms. The exponents of 111, '112, ~~, ~~ 
are fixed by the degrees PI, ql and P2, q2' P is an 
operator which projects out of Vt the polynomials 
(3.14) of spaces 1 and 2 for which G ;t. 0; except 
for the u = v = 0 case these polynomials will 
otherwise be present. N is a normalization factor. 

The p, q values of the representation of which 
(4.4a) or (4.4b) is the heaviest state are found by 
determining the eigenvalues of T (= T3 ) and Y 
using (2.7). They are, respectively, 

P = PI + P2 - u - v - 28, (4.5a) 
q = ql + q2 - U - v + 8, 

and 

The possible values for u, v are 

o ~ u ~ smaller of PI, q2; 

o ~ v ~ smaller of P2, qh 

and for 8 

o ~ 8 ~ smaller of PI - U, P2 - V 

or 

o ~ 8 ~ smaller of ql - v, q2 - U 

for the respective cases (a), (b). 

(4.6) 

(4.7a) 

(4.7b) 

By giving u, v, 8 all integer values consistent with 
these restrictions we obtain the complete Clebsch­
Gordan series (4.1). If two representations have the 
same values of u + v and 8 [and are both type (a) 
or both type (b)] they have the same values of p, 
q and are said to be degenerate. We distinguish 
these by specifying u. 

In choosing the phase of Vta, Vtb in [(4.4a), (4.4b)] 
we have followed the convention suggested by 
de Swart.1J Of those states involving the heaviest 
state of representation 1, the one with the largest 
T2 should have a positive coefficient. de Swart's 
conjecture that this will determine the phase in 
general is borne out by examination of Vta or Vtb' 
The heaviest state of representation 1 is l1~'~r' and 
its coefficient is the vector sum of states of rep­
resentation 2 with isospins !(P2 - 8) and !q2 from 
unstarred and starred variables, respectively; the 
state of largest T 2 has the stretched value! (P2 + q2 - 8) 
and appears with positive coefficient. 

V. SPECIAL ISOSCALAR FACTORS 

The values of p, q, u are sufficient to specify a 
product representation. We denote by 

I~:~,~) 
the general state of the product representation, 
properly normalized; the values of PI, ql, P2, q2 are 
suppressed and must be inferred from the context; 
n is not additive like Y but satisfies 

n = n l + n2 + !(PI + P2 - P - ql - q2 + q). 
(5.1) 

P = PI + P2 - u - v + 8, 

q = ql + q2 - U - v - 28. 

Since the product state has definite T, T3 it is a 
(4.5b) superposition of vector sums of isospins TI and T2 

formed with SU(2) Clebsch-Gordan coefficients: 
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i.e., the 8U(3) Clebsch-Gordan coefficient factors into an 8U(2) Clebsch-Grodan coefficient 

<Tl' T2 IT> 
T 13 , T3 - T13 T3 

and an isoscalar factor 

here n2 is not independent but is given by (5.1). Since the 8U(2) Clebsch-Gordan coefficients are well known 
we have only to determine the isoscalar factors. 

In this section we derive some simple special isoscalar factors in terms of which the general ones are ex­
pressed later. 

By cranking we can find the eigenstates of the representation (Pl + P2, 0) formed from (Pl, 0) and (P2, 0). 
According to (3.1) the eigenstates of (Pl, 0) with Ta = Tare 

(5.3) 

[nl is negative for these states, and T = t(Pl + nl)]' The heaviest state of the product representation ac­
cording to (4.4) is, normalized (we suppress u = 0) 

\
Pl +HP2'0 > 'I~''I;' 

= (Pl! P2!)1 

and the general state (but with T = Ta) is 

+ 0 
[ 

( + +) ' ], ." .,2 

IPl P2, > = Pl P2 n. (-R )-.. '11 '12 

n, l(Pl + P2 - n), l(Pl + P2 - n) (Pl + P2)! (-n)! + (Pl!P2!)t 

_ 2: [(Pl +P2 +n)! (-n)!Pl!P2!]' r~"''I~,+n'r;'-'''I~·+n-.. , . 
- n, (Pl + P2)! (-n l)! (nl - n)! (Pl + n l)! (P2 + n - nl)! 

By (1.12) and (5.3) we recognize this as 

2: [ (Pl + P2 + n)! (-n)! Pl! P2! ]' 
'" (Pl + P2)! ( -nl)! (nl - n)! (Pl + n l)! (P2 + n - n l)! 

I

P1' 0 

X nl, l(Pl + n l), 

and hence, comparing with (5.2), we find 

o I Pl + P2, 0 > 
l(P2 + n - nl) n, !(Pl + P2 + n) 

_ [ (Pl + P2 + n)! (-n)! Pl! P2! ], 
- (Pl + P2)! (-nl)! (nl - n)! (Pl + nl)! (P2 + n - nl)! . 

(5.4) 

Similarly we find 

q2 I 0, ql + q2 > 

Hq2 - n + n l) n, !(ql + q2 - n) 

0, 

[ 
(ql + q2 - n)! n! ql! q2! ], 

= (ql + q2)!nl! (ql - nl)! (n - nl)! (q2 - n + nl)! . 
(5.5) 

Next we wish to combine (p, 0) with (0, q) to form (p, q); but we have already solved this problem 
in constructing the basis functions for (p, q) as given in Eq. (3.1). The isoscalar factors can be 
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read off: 

[P, 0, 0, q I p, q) 
\n' , !(P + n'), n - n', !(q - n + n') n, T 

_ [{!(p + q - n) + T + I}! {Hp + q + n) + T + 1\! {Hp + q - n) - TI! {Hp + q + n) - T} ,], 
- (p + q + I)! {!(p + q - n) + T + n' + I}' {!(P + q - n) - T + n' } ! (-rt)! (n - n')! . 

(5.6) 

The three quantities '1htl - ?'1'l72, ~\~2 - ~lt2' ~11/2 - 1/1~2 transform like ~*, 1/*, t* as can be seen by applying 
T "" R", to them. So from the representations (s, 0)1 and (s, Oh we can construct a representation (0, 8) whose 
general state (but with T = Ta) is 

1

0, s ) = (-~1'l72 + 'l71~S'('I71?'2 - t1r)'-". (5.7) 
1( ) 1() [(s+l)!n!(s-n)!] n, 2" s - n, "2 s - n 

The normalization can be checked easily for the heaviest state. When the second factor in the numerator 
is expanded, (5.7) becomes 

[
(8 - n)!]t "(-~1'l72 + 'l71~2)"('I71t2)"-"+"'(-tl'l72)-'" • 
(8 + I)! ~ (n!)t(s - n + n1)! (-nJ! ' 

and using (I, 9) and (5.3) we get 

1

0, 

n, 

x I 8, 

n - 8 - nl , 

from which we can read off the isoscalar factors 

(8, 0, 8, 
° 1°' 

s (-1),'-'" 

nh !(s + n1), n - s - n l , !en - nl) n, 
1( ) = (s - n + 1)1' "28 - n 

Similarly 

C:, s, 0, s 18, ° (-1)"-'" 

!(s - n1), n + s - n1, !(n1 - n) n, !(s + n» = (s + n + 1)1' 

I t may be verified that the expression 

L IU' v > I v, 
... T,T. n, T, Ta 1 -n, 

U > (_l)lh.-«-"l-T. 10 00> 
T, -Ta 2 [!(P + l)(q + 1)(P + q + 2)]' = 0: 0, 

(5.8) 

(5.9) 

(5.10) 

is an SU(3) scalar by noticing that it vanishes on applying T", or R",. Also it is normalized to unity. Hence 
we may read off the isoscalar factor 

(
U, v, v, U 10' 0) = (_l)t<p-a-n>-T [1 2T + 1 J'. (5,11) 
n, T, -n, T 0, 0 "2(P + l)(q + 1)(P + q + 2) 

Equations (5.4)-(5.6) and (5.9)-(5.11) are special isoscalar factors which we use to generate the general ones. 

VI. STRETCHED ISOSCALAR FACTORS 

By the "stretched" case we mean the product representation with p = PI + P2, q = ql + q2' From (4.5) 
we find U = v = 8 = 0 and n = nl + n2' According to (4.4) the heaviest state is, with proper normalization, 

(6.1) 
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and the general state is 

r1 

:, P2, T, ql ~ q2) = T.::::2.::5:.' I:;: !(Pl: nO, T{)l In~ ~'n{, 
o 

<

!(Pl+ nD, !(p2+n~-nD I !(Pl+P2+ nn)<l(Ql- n?), !(Qll-n+n~+nn I t(ql+Q2-n+n~» 
X T' T' T' T' Til T T' Til T T' 13, 33 - 13 33 13, 3 - 33 - 13 8 - aa 

<:1) 0, 
X , 

!(Pl + nD, nl, 

X~~/, 
ql, 

!(ql - n~'), 

(6.2) 

(6.2) was constructed by coupling the unstarred variables which transform like (PI, 0) and (P2, 0) to form 
a representation (PI + P2, 0), coupling the starred variables which transform like (0, ql) and CO, q2) to form 
a representation (0, ql + q2), and finally coupling (PI + PI, 0) and (0, ql + q2) to form the required stretched 
representation (PI + P2, ql + q2)' The isoscalar factors needed to effect these couplings are the special ones 
given by (5.4)-(5.6). The correctness of the normalization may be verified by noting that (6.2) reduces to 
(6.1) forn = 0, Ta = T = !(PI + P2 + ql + Q2). 

To identify the isoscalar factors in (6.2) we must recouple the isospins by means of the well-known X 
coefficientl2

; also write n~' = nl - ni, n~ = n{ + n~: 

X <Tl' T2 I T )[(2TI + 1)(2T2 + l)(Pl + PI + n~ + n~ + l)(ql + q2 - n + ni + n' + 1)]l 
TIS' T3 - Tl3 Ta 

[

1(P1 + nD !(ql - nl + nD TIJ 

X X !(P2 + nn !(q2 - n + nl + n~) Tl 

!(PI + PI + n{ +~) !(ql + q2 - n + ni + n~) T 

11 M. E. Rose, Elementary Theory of Angular Momentum (John Wiley & Sons, Inc., New York, 1957), p. 191. 
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ql, 0, q2 1 0, ql + q2 ) 

l(ql-nl+nf), n-nl-n~, t(q2-n+nl+nD n-nf-n~, t(ql+q2- n + ni+nD 

0, 0, ql + q2 \ PI + P2, ql +T q2). 

t(PI + P2 + ni + nD, n - ni - n~, t(ql + q2 - n + ni + n~) n, 

Now write out the expansion (5.2) for 

which defines the stretched isoscalar factor and substitute for the factor states using (5.6): 

I

PI + P2, ql + q2) = L IPI' ° 
n T T T ... T .. '.T .. ' n' !.(p + n') 

, ,3 T,. T. I, 2 I I , 
'h'".',ft, 

0, 0, 

t(PI + nf), nl - ni, 

ql, P2, q2\ PI + P2, 

T I, n2, T2 n, 

Comparing (6.3) with (6.4) we see that 

<
PI, ql, P2, q21 PI + P2, ql + q2) 

n l , T I, n2, T2 n, T 

0, 0, q2 I P2, 

t(P2 + n~), n - nl - n~, t(q2 - n + nl + n~) n - n l , 

ql I PI, ql) 
l(ql - nl + nf) n l, TI 

ql ; q). 

= [(2TI + 1)(2T2 + 1)(P1 + P2 + ni + n~ + l)(ql + q2 - n + nf + n~ + 1)]' 

<
PI, 0, P2, ° I PI + P2, ° ) 

X ni, !(PI + nf), n~, !(P2 + n~) nf + n~, !CPI + P2 + nf + n~) 

(6.3) 

(6.4) 

< 
0, ql, 0, q2 I 0, ql + q2 ) 

X nl -ni, !(ql - n l +nf), n -nl -n~, !(q2 -n +nl +n~) n - nf -n~, !(ql + q2 - n +nf +n~) 

<
PI + P2, 0, 0, ql + q2 I PI + P2, ql +T q2) 

X n~, !(PI + P2 + ni + n~), nl - ni - n~, t(ql + q2 - n + ni + n~) n, 

f

!(P1 + nD !(ql - n 1 + nf) Til 
X X !(P2 + n~) t(q2 - n + n~ + n l ) T2 

l(P1 + P2 + ni + n~) !(ql + q2 - n + ni + n~) T 

x ________________ ~l~ ______________ _ 

<P:, 
0, 0, ql I PI, q) 

nl, t(PI +nf), nl - ni, !(ql - nl + nD nl, TI 

X 
1 (6.5) 

<P:, 
0, 0, q2 I P2, q). 

n2, !(P2 + n~), n - nl - n~, !(q2 - n + nl + n~) n - n l, T2 
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The stretched isoscalar factors do not depend on n~, n~; they must cancel out of (6.5). That this is the case 
is shown by actual evaluation of the X coefficient; it is doubly stretched and takes a rather simple form. We 
have not found its evaluation in the literature, so we give it here. 

The X coefficient is defined by 

!; I:> 10 ~ a>(:' 0 ~ a I ~> I~> Ie - ~ - ~>(:, e - ~ - ~ I e ~ 0>(:, e ~ 01 J 
??e I:> I~)(:: ~ I a ~ ~ > 10 ~ a> Ie - ~ - ~) 
x (0 ~ a, e - ~ - ~ Ie - : - ~>(a :~, e - : - ~ I J 
X X ~ : :}2i + 1)(2k + 1)(2/ + 1)(2. + I)]'. (6.6) 

Take the scalar product of (6.6) with 

The left side is 

On the right the only value of f that contributes is f = a + c so the right side becomes 

t.: 10 ~ a) Ie - ~ - c>(o ~ a, e - ~ - c I e - : - c>(: ::: e - : - c I :> 
X X [: : ~j[(2j + 1)(2k + 1)(2g + 1)(2a + 2c + 1)]'; 

a + c g e 

now take the scalar product of both sides with 

The left side becomes 

~ (0 ~ a, e - ~ - c I e - : - )<:: 0 ~ a 1 ~)<:: e - ~ - c 1 e ~ 0><:, e ~ 01 :) , 

while the right side is 

[(2a + 2c + 1)(2g + 1)(2j + 1)(2k + l)]i<a + c, g I e)x[: :~] 
a + c, e - a - c e a + c g e . 
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So we find 

Xl; : ~J 
la + c g e 

dig )(a, b I j)(C, d I k )(C, d I k ) 
e - (J - c e - a - c a, (J - a (J c, e - (J - c e - (J c, e - (J - c e - (J . 

(
a + c, g I ~[(2a + 2c + 1)(2j + 1)(2k + 1)(2g + 1)]i 
a + c, e - a - c e/ (6.7) 

If g = b + d, X is doubly stretched and none of the Clebsch-Gordan coefficients involves sums. Inserting 
the values of the Clebsch-Gordan coefficients then gives 

xl: : ~l 
a+c b+d e 

[ 
(b + d + e - a - c)! (b + d - e + a + c)! (2b)! (2d)! (2a)! (j - a + b)! (2c)! Ji 

= (2b + 2d + I)! (a + b - J)! (j + a - b)! (a + b + j + I)! (c + d - k)! (k + c - d) I 

X [(j + k - e)! (a + b + c + d + e + I)! (e + a + c - b - d)! (k - c + d)! Ji 
(c + d + k + I)! (j + k + e + I)! (j - k + e)! (e - j + k) I (2a + 2c + I)! 

X :E (_1)i-8 (j + (J)! (k + e - (J)! . 
8 (b + (J - a)! (d + e - (J - c)! (k - e + (J)! (j - (J)! 

(6.8) 

[Note added in proof. It has come to our attention (A. Ponzano, referred to in note added above) that (6.8) 
has been derived by A. Bandzaitis, A. Karosiene, and A. Jucys, Liet. Fiz. Rin. 4, 457 (1964).] 

The sum over (J is the same as that which occurs in Wigner's formula13 for the Clebsch-Gordan coefficient; 
like it, it can be transformed to the more symmetric Racah form. 

When the expressions for X coefficient and the special isoscalar factors are substituted in (6.5) the terms 
involving n{, n~ cancel out and there results 

(:

1, ql, P2, q21 PI + P2, ql + q2) = [(2Tl + 1)(2T2 + 1)P2! PI! ql! q2! (PI + ql + l)lJi 
n T n - n TnT (PI + P2)! (ql + q2)! (PI + P2 + ql + q2 + I)! 

J, 1, 1, 2 , 

X [ (P2+q2+ 1)! (Tl+T2-T)! {!(PI+P2+ql+q2-n)+T+1\! {!(Pl+P2+ql+q2+n)+T+1\1 J1 
(TI+T2+T+1)!(T+Tl-T2)!(T-TI+T2)! a(PI+ql-nl)+Tl+1}! a(PI+ql+nl)+Tl+l}! 

X [ a(Pl+ql+P2+q2-n)-TI! a(pl+p2+ql+q2+n)-TI! {!(ql+q2-PI-P2-n)+TI! J1 
{!(PI+ql-nl)-T1 }! {!(PI+ql+nl)-Tll! {!(P2+q2-n+nl)+T2+1}! {!(P2+q2-n + n l)-T2}! 

X [ a(ql-Pl-nl)+Tl \! a(q2-P2-n + n l)+T21! {!(Pl+P2-ql-q2+n)+T} I J1 
{i(P2+q2+n - n l)+T2+1}! 1l(P2+q2+n - n l)-T2}! a(Pl-ql+nl)+Td! a(P2-q2+n - n l)+T2 }! 

(6.9) 

When one of PI, ql, P2, q2, vanishes the sum over (J either reduces to a single term or can be executed, and 
a simpler formula results. 

11 Reference 12, p. 39. 
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vn. RECURSION FORMULAS IN s AND 
ISOSCALAR FACTORS FOR u = v = 0 

From Eq. (4.4a) the heaviest state fa of the 
product representation (PI + P2 - 2s - u - V, 
ql + q2 + S - U - v, u) is a product of the heaviest 
states of seven representations (0, 0), (0, 0), (0, s), 
(Pl-S-U, 0), (P2-V-S, 0), (0, ql-V), (0, q2-U). 
Since they appear in a fully stretched configuration, 
we may combine them in any convenient order, 
with the appropriate Clebsch-Gordan coefficients, 
to get the general state of the product representa­
tion. In the preceding section, where the first three 
were absent, we combined the fourth with the fifth 

and the sixth with the seventh. With all seven 
present, there is considerably more freedom, and 
complication. 

More generally, any of the seven factor representa­
tions can be factored further, giving rise to relation­
ships of recursion type between Clebsch-Gordan 
coefficients. A few of these are derived in this and 
the following section. First let us see by way of 
illustration as well as for its own inherent interest, 
how the same device may be used to find relations 
among 8U(2) Clebsch-Gordan coefficients. Equa­
tions (I, 12) with replacement il ~ il + A, i2 ~ 
i2 + A and a factor (~11]2 - ~2'11)2A split off give 

.,.~,+A.i.+A = [ (il + i2 - 3)1 (i + il + i2 + 1)1 ]i(" _" )2A."id. (7.1) 
'1" •• '" (il + i2 + 2A - 3)1 (i + il + i2 + 2A + 1)1 <;1'12 <;2'I'JI '1"1"" 

When (~1'12 - ~2'11)2A and f}:':' are expanded in terms of the factor eigenstates we get a relationship between 
the two sets of Clebsch-Gordan coefficients 

In fact 

" + A Ii) = [ (11 + i2 - 3) 1 (1 + 11 + i2 + 1) 1 ]i 
(11 + i2 + 2A - 3)1 (1 + il + i2 + 2A + 1)1 m2 m 

x~<il' i2,I1)[ 2~ ](_1)A+ ... -", •• 
m, m{, m2 m A - ml + ml 

X [(11 + A + m1)1 (11 + A - ml)1 (j2 + A + ml)1 (;2 + A - m2)1]1. 
(il + m~) 1 (11 - m~) 1 (12 + m~) 1 (12 - m~) 1 ' 

(7.2) 

as one extreme we may take il + i2 = 1; then (7.2) is the usual Racah formula for Clebsch-Gordan coeffi­
cients. As the other extreme we may take A = !; then (7.3) gives a recursion formula for Clebsch-Gordan 
coefficients: 

- WI - ml + !)(12 + m, + !)]i< ii, 
ml +!, 

i2 I 1 )}(il + i2 - i + 1)(il + i2 + i + 2)r1
. (7.3) 

m2 -! m 

This is equivalent to the recursion formula recently 
derived by Shelepin9 by other methods. 

In the same spirit we may split off a factor 
('II!' - !1'12r from fa in (4.4a). Let us denote by 
(8) the representation formed from (PIQI) and (P2Q2) 
whose heaviest state is fa, and by (s - 0) the sim­
ilar representation formed from (PI - 0', Ql) and 
(P2 - 0', Q2) whose heaviest state is fa with s replaced 

by 8 - 0'. Call the corresponding normalization 
factors N. and N._tt, respectively. We have not been 
able to get a simple expression for N in the general 
case because of the complication occasioned by 
projecting out G ;c 0 states. [See, however, the 
discussion of orthonormalization following Eq. (8.1).] 
But if u = v = 0, G ;c 0 states do not enter {this 
is easy to see in the case of the heaviest state fa 
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which contains only perimeter states of the factor 
representations). Then the nonnalization is straight­
forward: 

N -[ (PI +P2 - 2s+ I)! J1 
• - s! ql ! q2! (PI - s) ! (P2 - s) ! (PI + P2 - s + 1) ! ' 

u = v = 0, (7 A) 
:and 

[ 
s!(PI+P2-s+1)! JtN 

(s - u)! (PI + P2 - s - u + I)! " 

u = v = O. (7.5) 

A word here is required about the method of 
projecting out G ~ 0 states from the factor spaces. 
Two representations of the same space may be 

combined to give a product representation in much 
the same way as two representations from different 
spaces. However a glance at (404a) shows that only 
the stretched combination arises. For if s ~ 0 the 
product representation vanishes and if u ~ 0 or 
v ~ 0, the product states have G r!= O. 

We can multiply 

by the identity operator in the form 

1 - E ,p, q > <p, q I 
- p ••• n.T.T, n, T, Ta I I n, T, Ta 

and get, according to the Wigner-Eckart theorem, 

The nonnalization factor in (7.6) which must be independent of the quantum numbers n, T, Ta is evaluated 
easily by examining the heaviest state. 

Since the projection operator P is just an instruction: "retain only stretched combinations of representa­
tions in the same space," such combinations may be made in any convenient order, i.e., P inserted wherever 
convenient in a product. The normalization factor in (7.6) is compatible with this observation. 

The general state of (s) may be written 

I

S> N pis - U > I 0, = -'- [s!(s+I)!]l E ", , 
n T,T3 N._~ .. '.T'.T,' n,T,Ta n-n, !Cu - n + n'), 

0, (7.7) 
n - n', 

The stretched isoscalar factor on the right is simple (no sums) because its "p/' is zero. Now expand in terms 
of the factor representations and combine them using (7.6). The Ta sums can then be done to give 

directly in terms of the factor eigenstates and the desired isoscalar factors can be read off: 

!Cu + nD 
ten - n' - nD 
!Cu - n + n') 

ql' P2 - U, 

T~, n' - s + u - n 1 + nf, 
q~ /s - U) 
T~ n'T' 
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(
tT' 0, 

X n~, !(tT + nD, 

tT, 

n - n' - tT - n~, 

(

8 - tT, 
X , 

n, 

0, 

T', n - n', 
tT \ 8 )(PI - tT, 

!(tT - n + nD n, T nl - n~, T~, n~, 

q2, tT, ( P2 - tT, 

X n' - 8 + tT - nl + nL n, n - n' - tT - n~, 

o \ P2, 
!(n - n' - nD n - 8 - nl, 

q2). 
T2 

(7.8) 

Equation (7.8) expresses 

(PI' ql, P2, q2\ 8 ) 
nl, T I, n - 8 - nl, T2 n,T 

in terms of 

ql, P2 - tT, 
T I , n - 8 + tT - nl, 

q2\8 - tT) 
T2 n, T 

and other isoscalar factors which are known; three 
of these are stretched with IIp/' = 0 or "q/' = 0 
and the fourth is given by (5.9). 

The quintuple sums and the X coefficient make 
Eq. (7.8) rather formidable in general. But in the 
limiting case tT = 1 it becomes a rather simple 
recursion formula in 8. There are three possible sets 
of values of n~, n', namely, n~ = 0, n' = n; n~ = 0, 
n' = n - 1; n~ = -1, n' = n. The X coefficient is 
given for the cases by, respectively, 

\

PI + P2 - 28, 8 ) 

n, T, T3 

IT: ! T'J IT: ! T'J fT' 
0 

T'] X T~ 0 T2 , X T~ ! T2 , X T~ ! ~2 • 

T' ! T T' 0 T T' ! 
There are four possible values of T~, T~, T' in each 
case, so the quintuple sum in (7.8) consists of 
twelve terms. Because of the presence of 0 and ! 
the X coefficients are simple; for example, the first 
one, with T~ = TI - !, T' = T - ! is 

[
(TI + T2 + T + l)(T + TI - T2)Jl 
4TI(2T I + 1)2T(2T - 1)(2T2 + 1) • 

The other limiting case of (7.8), tT = 8, gives 
the isoscalar factors for finite 8 in terms of those 
with 8 = 0, i.e., in the case u = v = 0, in terms of 
stretched isoscalar factors. For the case u = v = 0, 
however, it is possible to derive a simpler formula. 
As a first step we find the isoscalar factors for the 
case u = v = ql = q2 = O. The general state of 
the product representation is then 

= [(PI + P2 - 28 + I)! (8 + 1) !Ji L: IPI + P2 - 28, 0 ) 
(PI + P2 - 8 + I)! ,,'.T,' n', !(PI + P2 - 28 + n'), T~ 

\ 

0, 8 ,)(!(Pl + P2 ~ 28 + n'), !(8 - n +,n') \ T) 
X n - n', !(8 - n + n'), T3 - Ta T3, T3 - T3 T3 

(
PI + P2 - 28, 0, 0, 8 \ PI + P2 - 28, 8). 

X n', !(PI + P2 - 28 + n'), n - n', !(s - n + n') n, T 

Now expand in terms of the factor representations and recouple the isospins. The desired isoscalar factors 
can then be read off: 
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0, P, - 8, 0 I PI + Pi - 28, 0 ) 

t(PI - 8 + nD, n~, !(P, - 8 + nt) nf + n~, !(Pl + P, - 28 + nf + n~) 
8, o I 0, 8) 

l(n - n~ - nl) n - n~ - nf, !(8 - n + n~ + nD 

JPI + P2 - 28, 0, 0, 8 I PI + P2 - 28, 8

T
). 

X\ ~+nL !(PI+P2-28+~+nD, n-n~-nf, !(8-n+n~+nD n, 

(7.9) 

The isoscalar factors on the right are given by (5.4), (5.9), and (5.6), respectively. The X coefficient is 
doubly stretched and is given by (6.8), 

The U = IJ = 0 isoscalar factors can now be derived. The general state of the product representation is 

IPI + P2 - 28, qi + q2 + 8) 
n, T, Ta 

= :E IPI + PI - 28, 8 ) I 0, 
.. ·.T·.T.· n', T', T~ n-n', 

ql + q, )/T', !(ql+q,-n+n') IT) 
!(ql + q, - n +n'), Ta - T~ \T~, Ta - T~ Ta 

(

1 + P2 - 28, 8, 

X n' T' , , 
0, 

n - n', 

Expand in terms of the factor states and recouple isospins; then compare with the same state expanded 
directly in one-particle states in the manner of (6.4), One finds for the U = IJ = 0 isoscalar factor 

q'l PI + PI - 28, ql + q, + 8) 

T, n, T 

P" 0 I PI + Pi - 28, 8 ) 

-8 + n~, !(P, - 8 + n0 n{ + n~, T~ 

< 
0, ql, 0, q, I 0, ql + q, ) 

X nl -n~, l(qt -nt +nD, n -nl-n" !(q, -n+nl +n~) n -n{ -n~, !(ql + q, -n+n: +nO 

JPI + P, - 28, 8, 0, ql + q, I PI + PI - 28, ql + q, + 8) 

X \ nf + n~, T;, n - nf - n~, !(ql + qa - n + nf + n~) n, T 

[

!(Pl+nD 
X [(2T; + 1)(2TI + 1)(2Ta + 1)(ql + qa - n + nf + n~ + l]iX i(p2-8+n~) 

T~ 

X ________________ ~I~ ______________ __ 
0, 0, 

!(Pt + nO, n - n~, 

!(ql-nl +nD Tl] 
!(qa-n+n~-nl) Ta 

!(ql+q2-n+nf+~) T 

X __________________________ ~I~ __________________________ __ 

<
P" 0, 0, q2 I PI, qS) 

(7.10) 

m - 8, l(Pa + n~ - 8), n - nl - m, l(q, - n + nl + n0 -8 + n - nI , T, 
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The five isoscalar factors on the right are given by 
(7.9), (5.5), (6.9) with "p/' = 0, (5.6), (5.6). The 
X coefficient is singly stretched and given by (6.7). 
The right side of course cannot depend on n{, n~. 
Factors containing them cancel when the expressions 
for the isoscalar factors and X coefficient are in­
serted. 

We have worked with case (a) in this section, i.e., 
representations whose heaviest state is given by 
(4.4a). Case (b), corresponding to (4.4b) can, of 
course, be dealt with by the same methods. 

VIII. RECURSION FORMULAS IN u, v AND 
GENERAL ISOSCALAR FACTORS 

We have not found a simple formula for the 

normalizing factor in the general case; nor have we 
solved the related problem of explicitly orthogonaliz­
ing the degenerate representations with the same 
u + v. In order to define a set of orthogonal basis 
vectors we can regard u as an operator. This will 
not be Hermitian as it stands, but we can find its 
Hermitian part. The eigenvectors of this operator 
constitute a complete orthonormal set labeled by u.14 

To construct the general isoscalar factor we first 
project the G ¢ 0 states out of the product 

(~I~: + 71171: + rd·~t(~~~2 + 711712 + r~r2)' 
which appears in (4.4a). It is apparent that the 
state we want is 

c .'~T":: T, ;)1' ~~, ;, -T)/~:, _TTa' ~)C: ;, ~~, ;,~: ~). 
The isoscalar factor is given by (5.11). By comparing coefficients of (71171~)"(~~~2r the constant is found to 
be C = u!v![t(u + l)(v + l)(u + v + 2)]'. 

We may write the general state of the product representation [for case (a)] 

IPI +P2 -u-v - 28, ql+q2-
U

-
V
+) L r' V) , v, _UT~\ T, = NP ,,',T'.T.' , T' T~ I -n', T' n, Ta ft..'.T 1 ',T.',T l .' n, , , 

T' 

~~~, ~)C: 
v, v, u I 0, 0) ,PI ~ U, ql - V) / P2 - v, q2 - U) 

X <T~: T, -n, T I 0, o nh TL T:a I n - n: - 8, T~, Ta - T:a 2 

<

TL T~ , T )fPl - U, ql - v, P2 - v, 

X T:a, Ta - T:a Ta \ n:, TL n -n: - 8, 

q2- U /PI+P2- U- V-28, QI+q2-

T

u - V+ 8). 

T~ n, 

Now the factor states can be combined using (7.6), the Ta sums performed and the general isoscalar factor 
read off: 

fPh Ql, P2, Q2/ PI + P2 - u - v - 28, Ql + Q2 - u - v + 8) 
\nh TI , n - 8 - nh T2 n, T 

_ N _1_ [PI! Ql! P2! Q2! (2TI + 1)(2T2 + 1)(2T + l)J' L < u, v, PI - U, Ql - v 'Ph ql) 
- u!vl (P1-u)l(ql-v)I(P2-V)I(q2-U)1 ,,',.T' nl-nf,T',n:, T: nl,TI 

T'lT'. 

<
v, U, PI - v, 

X " , -nl + nl, T, n - n l - 8, 

v, 

T' , 
v, u ,0, 

-nl + n:, T' 0, 

<
PI - u, 

X, , 
nl, TL n - n: - 8, 

q2 - U / PI + PI - U - v - 28, 
T~ n, 

(8.1) 

The four isoscalar factors on the right are given, respectively, by (6.9), (6.9), (5.11), (7.10). The X coefficient, 
having one vanishing element, can be expressed in terms of a Racah coefficient. 15 For the purpose of orthonor-

14 This procedure is similar to a more general method for resolving degeneracies developed by L. O'Raifeartaigh and 
A. J. Macfarlane (private communication). 

iii Reference 12, p. 192, Eq. (11.12) and p. 227, Table I. 3. 
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malizing the degenerate representations it is necessary to consider only the heaviest states, for which 

n = 0, T = !CPI + P2 + qi + q2 - 2u - 2v - 8). 

For those states Tf = Hpi + qi - U - v + nD, T~ = !CP2 + q2 - U - v + n - nf - 8) so that in (8.1) 
the quadruple sum reduces to a double sum and the X coefficient simplifies further by virtue of its middle 
row being stretched. 

We can generalize (8.1) by splitting off only 

(~I~: + TJITJ: + rlr~)p(~~~2 + TJ~TJ2 + r~r2r, 
where /-I ~ U, v ~ v. The same procedure followed in deriving (8.1) then gives 

fPI' qI, pz, q21 PI + P2 - U - v - 28, ql + q2 - U - v + '\. 
\nl' TI, n - 8 - nl, T2 n, T I 

V, PI - /-I, ql -)I 1 PI' 

T', n~, T~ nl, 

< v, 
/-I, 

X -nl + n~, T' , 

(1-/-1, ql - v, 

X n' T{, I, 

n 

P2 - v, q2 - /-I I P2, q2>< /-I, 
v, v, 

/-I 1
0

, 
n - n~ - 8, T~ n - 8 - nll T2 n i - nL T' -nl + nf, T' 0, , 

T' 

r-P2 - v, q2 - /-I I PI + P2 - U - v - 28, 
q, + q. ~ • - v + ')X ~~ T~ 

n - nf - 8, n n, T2 

FIG. 3. The weight diagram 
and basis vectors for the repre­
sentation (0, 1). 

for n i - nf = 0 and 

X [:1 ;2 TTOl = 1 

TI T2 

(8.2) 

II) =1). 

12) = -~. 
13)= C 

for nl - nf = -1. The quadruple sum in (8.2) 
reduces to five terms with rather simple coefficients. 

Equation (8.2) expresses the general isoscalar factor 
in terms of isoscalar factors with PI, qa, u reduced 
by /-I and pa, ql, v, reduced by v. N u • in (8.2) is just 
N of Eq. (8.1) while N u - p •• -. is N u • with PI, q2, U 

reduced by /-I and P2, ql, V reduced by v. 
As one extreme we may take /-I = u, v = v. Then 

(8.2) reduces to (8.1). At the other extreme we may 
take /-I = I, v = 0 or /-I = 0, v = 1 and obtain a 
recurrence formula for U or v, respectively. For 
/-I = I, )I = 0 we have T' = HI + nl - nf) with 
nl - nf = 0 or -1. Thus the X coefficient in (8.2) 
becomes 

12) 
• 

Is) 
• 

11}=-~*"7 • 

14)=Jlf("l'J-~·~) • 

15)=-'l't, 

n 

16) 

12)=n, 13)='7~*, 

16>=Jli(~'+?'IJ)-~ ~.~, 

17)=~{. le)='7c' 

FIG. 4. The weight diagram and basis vectore for the repre­
sentation (I, 1). The diagrams in Figs. 2-4 are identical to 
those of de Swart with the definition n = Y - i(p - q). 
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Ising Model Spin Correlations on the Triangular Lattice. 
II. Fourth-Order Correlations 
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A class of fourth-order spin correlations whose sum is closely related to the specific heat is calculated 
exactly by Pfaffian perturbation theory. In the particular case when the four spins lie on a lattice 
axis, it is shown that the reduced fourth-order correlation function has the asymptotic form 

( ITo. 01T1, lIT •• klTk + 1. k + 1 ) - ( ITo. OUI. 1 ) ( ITk. kIT. + 1 •• + 1 ) =::: A '(e-2Pk Ik2), 

where 111 is the (positive) mean range of order. The decay of correlations with spin separation k is 
symmetric about the critical point (j = O. The amplitu~e A' is 1/".1 ~t t~e critical point and is.l/(2".) at 
all other temperatures. Correlations on ferro- and antlferromagnetlC trIangular and quadratic lattIces 
are discussed in some detail. 

1. INTRODUCTION 

I NTEREST in fourth-order spin correlations for 
the Ising modeP stems from their close relation 

to the specific heat. Thus the spin correlation 

(1.1) 

and the corresponding reduced correlation function 

w4(r) == weD, OJ r, r + or) 
(1.2) 

where 0 and or are lattice vectors, are of particular 
interest in this respect. The calculation of higher 
(even)-order spin correlations is advantageously ap­
proached via the Pfaffian method, pictorially in­
terpreted in terms of the associated dimer problem. 
The spin correlation may be expressed as a Pfaffian, 
the elements of which may be written down im­
mediately on inspection of the corresponding dimer 
lattice problem.2

•
3 The details of the method are 

fully described in the paper by Montroll, Potts, and 
Ward (Ref. 2), and its extension to the calculation 
of higher-order spin correlations on the triangular 
lattice is described in a previous paper (Ref. 3, 
hereafter referred to as I). The spin correlation 8 4, 

above, may be calculated explicitly as a 4 X 4 
Pfaffian for arbitrary spin separation r. The sim­
plicity of the calculation for this particular class of 
fourth-order correlation contrasts markedly with 

1 (a) C. Domb, Advan. Phys. 9, Nos. 34, 35 (1960). (b) 
M. E. Fisher, J. Math. Phys. 4, 278 (1963). (c) H. S. Green 
and C. A. Hurst, Order Disorder Phenomena, Vol. ~ of Mono­
graphs in Statistical Physics and Thermodynamws (Inter­
science Publishers, New York, 1964). (d) C. A. Hurst and 
H. S. Green, J. Chem. Phys. 33, 1059 (1960). (e) P. W. 
Kasteleyn, J. Math. Phys. 4, 287 (1963). 

2 E. W. Montroll, R. B. Potts, and J. C. Ward, J. Math. 
Phys.4, 308 (1963). 

3 J. Stephenson, J. Math. Phys. 5, 1009 (1964). 

that for the pair correlation function 

w2 (r) = (uour ), (1.3) 

the latter being expressed as a Toeplitz determinant 
whose order increases with increasing spin separa­
tion. For the reduced fourth-order correlation func­
tion w4(r) it is a relatively simple matter to deter­
mine its dependence on spin separation, which is 
of the form 

(1.4) 

for large spin separation r.4 Here (3-1 is the mean 
range of order. This form of the decay has only been 
verified for partiCUlar relative orientations of the 
spin pairs Uo, U6 and u" ur + 'to The specific heat G .. is 
related to the sum over all possible correlations 
W4(r). If one assumes that the correlations have a 
radial decay of the form in Eq. (1.4) in all directions, 
where A' may depend on direction, one may replace 
this sum by an integral and thus obtain 

G =::: A" f'" e-2Pr dr ex: (30, (1.5) 
1 r 

where (30 is to be interpreted as a logarithmic de­
pendence of the specific heat on (3 ex: IT - Tol, at 
temperatures close to the critical point To. On the 
other hand, an attempt to evaluate G at the critical 
point itself would lead one to the integral 

fd dr 
G =::: B' - ex: log d, 

1 r 
(1.6) 

where d is related to the linear dimensions of the 
lattice. Such a relation for the two-dimensional 

4 M. E. Fisher (private communication) has suggested that 
this form of the correlation decay would hold near the critical 
point. 

1123 
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lattices was conjectured by Kramers and Wannier5 

on the basis of numerical calculations of C and was 
confirmed rigorously by Onsager for the quadratic 
lattice.6 The decay of the fourth-order correlations 
is therefore, within the tentative nature of the above 
calculation, consistent with this behavior. The decay 
of the correlations is symmetric in (3 0: IT - T 01 
about the critical point. The amplitude A may be 
calculated by first fixing the temperature, and then 
allowing the spin separation to increase. A subse­
quent interchange of the limiting process, as at­
tempted in Eq. (1.5), is not permissible. The value 
of A' at the critical point differs from its value at 
temperatures above or below To. This is indicative 
that calculations of the decay amplitudes for pair 
correlations at the critical point are also beset by 
this kind of complication. 

2. FOURTH-ORDER CORRELATION FUNCTIONS 

It is convenient to calculate the correlations for 
a triangular lattice, which reduces to a quadratic 
lattice on setting one of the interaction energies equal 

R 8 

R 0 1 

8 -1 0 

A(f/J1, f/J2) 
U -1 -1 

U 

1 

1 

0 

to zero. Consider a triangular lattice of N spins, each 
of which interacts with its six nearest neighbors (nn). 
Let - J 1, - J 2, - J a be the interaction energies be­
tween horizontal, vertical, and diagonal neighboring 
pairs of spins, respectively, and define 

K, = J;/kT, Z; = exp (-2K,) , (2.1) 

1 - z· 
Vi = tanhK, = 1 +z: = exp(-2K~), (2.2) 

where V, is essentially the "dual" transformation 
variable.7 Then the square of the partition function 
may be written2

,3 

Z; = (2 cosh K1 cosh K2 cosh Ka)2N IAI, (2.3) 

where A is a 6N X 6N matrix which has a doubly 
cyclic structure (in the limit of large N, when edge 
effects may be neglected), and its nonzero elements 
are 6 X 6 matrices. a The matrix A can be block 
diagonalized by a Fourier-type unitary transforma­
tion, and the value of IAI can be obtained from the 
determinant: 

L T D 

1 - V1e'·· 1 1 

1 1 - vae;(~·+~·) 1 

1 1 1 - V#'·· 
(2.4) 

L -1 + V1e-i •• -1 -1 0 1 1 

T -1 -1 + vae-I(·'+··) -1 -1 0 1 

D -1 -1 -1 + V#-'·· -1 -1 0 

The lattice axes are labeled R8ULTD in counter­
clockwise order from the horizontal axis, and the 
lattice orientation has been modified slightly from 
that used in 1. It is most convenient for correlation 
calculations to have the elements signed in a regular 
manner as in (2.4). Then for large N, 

In IAI ~ (~)2 JJ~r In A(<P1, <P2) fi4>1 fi4>2, (2.5) 

where A(<P1, <P2) = IA(<p1, <P2)I,a and the partition 
function for the triangular Ising lattice is given by 

In;N = In 2 + 2(2~)2 JJ~r d<P1 d<P2 

where 

C, = cosh 2K, and 8, = sinh 2K,. 

Further, the inverse of A is required 

A-1(:p, q; p', q') 

= (2~)2 JJ~ .. exp i[(:P - p')<P1 + (q - q')<P2] 

X A-1 (<P1, <P2) d<P1 fi4>2' (2.7) 

where A -\<P1, <P2) is the inverse matrix of A(<P1, <P2). 
The elements of A -1 depend only on the differences 
p - p', q - q', so the abbreviated notation 

[PI '] - A-1/~ ., ') - p, q - q 1J - V', q, P ,q u (2.8) X In [C1C2Ca + 818 28 3 - 81 COS<P1 

- 82 cos <P2 - 8a cos (<P1 + <P2)], (2.6) is used. A -1 is antisymmetric: 

d G H W . Ph R 2 2 [P' - p, q' - q]u = - [P - p'; q - q']JI' Ii H. A. Kramers an . . anruer, ys. ev.60, 5, (2.9) 
263 (1941). 

• L. Onsager, Phys. Rev. 65, 117 (1944). 7 The notation is the same as that in I (Ref. 3). 
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Further, it can be shown that 

[k,O]RR = [k,OhL = [k, k]ss = [k, klTT 

=. [0, kl uu = [0, k]DD = O. (2.10) 

The elements of A-I (CPI, CP2) depend on the cofactors 
of A(cpI, CP2)' These are denoted by Cu. They are 
tabulated in I, but the formulas given there must be 
amended to agree with (2.4) by judicious use of the 
factor -l. 

The Pfaffian perturbation theory presented in 
Refs. 2 and 3 can be applied to evaluate the fourth­
order spin correlation 

between the two neighboring spins Uo, U3 with in­
teraction energy J 3 (say) and the two neighboring 
spins U r , U r + T with interaction energy J'Y' where 
i) and "( are lattice vectors. In every case two" bonds" 
of the dimer lattice must be "perturbed," so the 
correlations are 4 X 4 Pfaffians. Three specific 

(UO.OUI.0U".«U,,+I.«) 

1c 1d 
FIG. 1. Dimer configurations corresponding to fourth-order 

correlations. The comp-lete hexagon decorating each lattice 
site has been omitted (for clarity). 

cases are discussed below. 

(i) (UO.OUl.0U".«u,,+1 .• ) 

Referring to Fig. l(a), one sees that this correla­
tion concerns two horizontal bonds. The Pfaffian for 
the correlation may be written down immediately, 

= IVI + (1 - vD[I, O]RL (1 - vD[P, qhR (1 - vD[P + 1, qlRL 

(1 - vD[P, qhL (1 - vD[P - 1, qhR 

Now the first term in this expression is just the 
nearest neighbor pair correlation 

w2(1,0) = (UO.OUl.0) = VI + (1 - vD[I, OlRL' (2.12) 

So the reduced correlation function, defined in Eq. 
(1.2), may be written 

w.(O, 0; 1, O;p, q;p + 1, q) = (1 - vD 2 

X {[P + 1, qlRL[P - 1, qlLR - [p, q]RR[P, qhLI. 
(2.13) 

The corresponding correlation (uO.OUO.IU" •• U" •• +I) 

which involves two vertical bonds can be obtained 
by interchanging VI with V2, and RL with UD; and 
similarly for the diagonal correlation 

(uo .0Ul.IU".«U ,,+1 •• +1)' 

(ii) (UO.OUl.0U" •• U" •• +I) 

Referring to Fig. l(b), one sees that this correla­
tion concerns one horizontal bond and one vertical 
bond. Proceeding as in (i) above, one gets 

= {VI + (1 - v~)[I, O]RL) {V2 + (1 - v~)[O, l]uD) 

+ (1 - vD(1 - v~){[P - 1, qlLU[P, q + 11RD 

- [p, q]RU[P - 1, q + IhD)' (2.14) 

VI + (1 - v~)[I, OhL 
(2.11) 

Again the first term in this expression contains 
nn pair correlations (UO.OUl.0) and (uO.OUO.l). The 
reduced correlation function is 

W4(0, 0; 1,0; p, q; p, q + 1) 

= (1 - v~)(1 - v~) {[P - 1, q]LU[P, q + I]RD 

- [p, qlRu[P - 1, q + IhD}' (2.15) 

(iii) (UO.OUI.OU" .• U2>+I •• +I) 

Referring to Fig. l(c), one sees that this correla­
tion concerns one horizontal and one diagonal bond. 
It may be evaluated along the same lines as above. 

These three cases cover the possible combinations 
of two nn pairs of spins on a triangular lattice-apart 
from geometrically equivalent configurations, which 
can be obtained by appropriate interchange of 
VIV2, Va and R, L; U, D; S, T. 

3. SPECIFIC HEAT 

The perturbation method employed to calculate 
the correlations is capable of handling any fourth or 
higher even order correlation. However, the partic­
ular correlations calculated in the previous section 
arise in a natural way in an evaluation of the specific 
heat of an Ising lattice. In the following, the inter-
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action energies are set equal to shorten the various 
expressions, but there is no difficulty in principle 
in carrying through the analysis for the general case. 
It is easy to show that the internal energy of an 
Ising lattice is 

UN = -J L (lTklTl), (3.1) 
k.1 

and that the specific heat is 

J2 2 

CN = kT2 {L L (lTklTl lT ... IT,,) - (L (lTklTl» ), (3.2) 
k.l m,n k.l 

where k, land m, n are neighboring pairs of spins. 
For an isotropic asymptotically large lattice of co­
ordination number q, the sum over nn spins k, l 
reduces to multiplication by iqN, and so (3.1) re­
duces to 

UN = -!qNJ(ITOITI), 

and (3.2) reduces to 

CN = :;2 {hN L (ITOITIIT ... IT,,)-(!qN(1T01T1»2). (3.4) 
.... n 

The remaining sum is over all fourth-order correla­
tions between two sets of neighboring pairs of spins 
ITo, ITI and IT ... , U,,' and in addition contains those pair 
correlations for which the spins Um or IT" overlap 
Uo or Ul, and a single + 1 arising from the complete 
overlap: (lT~uD = 1. Now introducing the reduced 
correlation functions W4, one sees that the pair cor­
relation terms in (3.4), which are of order N 2

, cancel 
out, leaving 

1. NJ2 
CN = 2~T2 ~ W4(0, 0; 1, 0; r; r + y). (3.5) 

This expression must be modified for more general 
interaction energies to 

N 
CN = kT2 ~ ~ J 8J"IwiO, 5;r, r + y), (3.6) 

where the sum over 5 incorporates the points (1,0), 
(1,1), and (0,1) in turn. 

The calculations in the previous section provide 
all the reduced fourth-order correlation functions, 
and also those pair correlations contributing to the 
sum, excluding, however, the term when the four 
spins overlap completely, which must be added on 
separately: it is just unity. The explicit summation 
of the correlation functions is not attempted here. 

4. DIAGONAL CORRELATIONS 

The correlation (UO.OlTl.llTk.kCTk+I.k+l) concerns two 
diagonal bonds: Fig. I(d). It is equivalent to a special 
case of the correlations derived in Sec. 2(i), with 
q = ° in Eq. (2.11), and the lattice axes renamed. 

So one obtains 

(ITO.OlTl.llTk.klTk+1.k+l) = {va + (1 - v:)[I, I]8T}2 

+ (1 - v;)2{[k + 1, k + I]sT[k - 1, k - I]Ts 

- [k, k]ss[k, khT), (4.1) 

where ST replaces LR, V3 replaces VI, and J a replaces 
J 1 in (2.11) for the diagonal direction. Now the 
first term is just the square of the pair correlation 
(ITO.OITI.I), and the third term vanishes by virtue 
of the relations in Eq. (2.10). The second term can 
be rewritten by use of the antisymmetry of the 
matrix elements, Eq. (2.9), which gives 

[k - 1, k - Ihs = - [-k + 1, -k + I]sT. 

Thus one obtains 

X [k + 1, k + I]sT[ -k + 1, -k + I]sT. (4.2) 

The remaining matrix elements are the same as those 
required for the calculation of the general diagonal 
pair correlation (CTo.oCTU), and employing the defi­
nition 

a" = Va 00" + (1 - v;)[n + 1, n + I]sT, (4.3) 

we may quote the result from I [Ref. 3, Eq. (6.12)J 

1 1'" ( b H" -i,,) a = - e- i "" a - e - ce dw 
"2 I b -i" +i" I ' 7r -.. a - e - ce 

(4.4) 

where 

a = 2va(I + v~)(1 + v;) + 4v1v2(1 + v~), 
(4.5) 

b = vic = v;(1 - v~)(1 - v;). 

In terms of the integrals an, the correlation becomes 

(CTO.OCTl,lCTk.kCTk+l.k+l) = a; - aka-k, k ~ 0, (4.6) 

where the case k = 0, corresponding to complete 
overlap of the four spins, is excluded. The an may 
be written in the equivalent form, on substituting 
explicit values for a, b, and c: 

1 1" -in" an = - e 
27r -T 

X (C 1C2Sa + SlS2Ca - Ca COS w + i sin w) dw (4.7) 
IC1C2Sa + SlS2Ca - C3 cos W + i sin wi ' 

and again in the form given by Green and Hurst1 Co): 

-l1" -in'" (1 - Ae-''')(I - Be+
i
,,) d (48) 

an - 27r _ .. e 1(1 _ AeH")(l _ Be-' W ) I w, . 

where, choosing IAI > IBI, 

(1 + AB)/(A - B) = C1C2Sa + SlS2Ca (4.9) 
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and (A + B)/(A - B) = Ca. This last form for the 
an is convenient for discussing the quadratic lattice 
and ferromagnetic triangular lattice, in which cases 
A and B are real. For the antiferromagnetic trian­
gular lattice A and B are complex, and it is simpler 
to retain the Vi variables as in Eq. (4.4). 

It is important to elucidate the temperature de­
pendence of the parameters A and B. This is most 
easily done in terms of the dual and inversion trans­
formation variables. l

•
s Suppose a triangular lattice 

6. with interaction parameter Ka in one direction 
is at a low temperature (low). Then it is related to 
an identical triangular lattice 'V with interaction 
parameter K~ at a high temperature (high) by the 
inversion transformation: 

(4.10) 

where Vi = tanh K i , i = 1, 2, 3, as before. The 
triangular lattice 6. (low) is also related to its dual 
honeycomb lattice (high) with interaction parameter 
K~ by the dual transformation 

e -2K,' = Va = tanh K a, + cyclic, (4.11) 

and similarly the triangular lattice 'V (high) is 
related to its dual honeycomb lattice (low) by the 
dual transformation 

e-2K
,+O = tanh K;, + cyclic. (4.12) 

The critical point for the triangular lattice occurs 
when K~ = Ka or K;* = K~. Now it may easily 
be confirmed that 

cosh 2K;* = coth 2K~ = CIC2Sa1
a 

SlS2Ca , (4.13) 

whence from the definition of the parameters A 
and B in Eq. (4.9) one obtains for the triangular 
lattice 

(4.14) 

Therefore the temperature dependence of A and 
B for the ferromagnetic lattice is, in summary, 

T < T. : B < A < 1, 

T = To: A = 1, B = (tanh Ka)2, (4.15) 

T > T. : B < A-I < 1. 

Thus the an are seen to be coefficients of ein
., in 

the expansion of the generating function 

[(1 - Ae-i "')(1 - BeH"')J' 
A(w) = 1 _ Ae+ i '" 1 _ Be- i '" 

(4.16) 

8 1. Syozi and S. Naya, Progr. Theor. Phys. 24, 829 (1960). 

below the critical point, and correspondingly coef­
ficients of ein

", in 

above the critical point. At the critical point itself, 
A = 1 and B = (tanh Ka)2, and the an are given by 

_ ! l r 

sin (n + !)w - B sin (n - !)w d (4.18) 
an - '/r 0 (1 - 2B cos w + B2)t w. 

5. ASYMPTOTIC BEHAVIOR 

In order to discuss the behavior of the reduced 
fourth-order correlations [Eq. (4.6)] for large spin 
separation, we require a knowledge of the asymptotic 
behavior of the integrals an for large integer n. At 
the critical point, the integral for an in Eq. (4.18) has 
the asymptotic expansion 

~ n - ! cosh 2Ks + O(L) (5.1) 
an - '/r(n2 _ t) nS , 

so that the leading term is (7rn)-1 for all (ferromag­
netic) lattices. At temperatures well removed from 
the critical point, B may be neglected in comparison 
with A, or A-I as the case may be, in the expansion 
of the generating functions. To this (good) approxi­
mation one may just pick out the coefficient of ei

"'" 

as if B were zero. Further, to the same approximation 
only one term in A, or A -r, need be retained in this 
coefficient, since higher powers of A, or A -r, will 
make a negligible contribution. Note that in these 
asymptotic expansions the temperature variable A 
is held fixed, while the spin separation is increased. 

Below the critical point, AB « B « A « 1, the 
coefficient of ei

"'" in A(w) is asymptotically 

r(n + .1) An 
an ~ rmr(n +- 1) An ~ '/rtnt , 

and the coefficient of e-in
", is 

~ - r(n - !) " ~ - A" 
a-n - 2rmr(n + 1) A - 2'/rtnl , 

n> 0, (5.2) 

n > 0. (5.3) 

It is convenient to retain n > 0, a positive integer, 
in all the asymptotic formulas, and to distinguish 
an and a_no 

Above the critical point, BA -1 « B « A-I « 1, 
the coefficients of ein

", in A'(w) is asymptotically 

, ~ r(n + !) A-n-l ~ A-n-l ( ) 
an - 2rmr(n + 2) - 2'/rin' ,n> 0, 5.4 

and the coefficient of e -in", is 

r( 1) _A-n+l 
a, ~ - n - 2" A -,,+1 ~ ° ( 5) 

-n rmr(n) '/rtnt ,n > . 5. 
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Primes are used to distinguish coefficients in high­
temperature generating functions. 

We are now in a position to discuss the asymptotic 
behavior of the diagonal reduced fourth-order cor­
relation funetion, Eq. (4.6): 

w,(O, 0; 1, 1; k, k; k + 1, k + 1) = -aka-k 

== w4(k, k), say. (5.6) 

At the critical point, the asymptotic form of the ak 
is given by Eq. (5.1), so that 

w4(k, k) ~ 1/(7r2k~ (5.7) 

as the spin separation tends to infinity. The ampli­
tude of the decay is 1/7r2

• At low temperatures, the 
asymptotic forms of ak and a_k are given by Eqs. 
(5.2) and (5.3), so that 

w4(k, k) ~ A 2k/27rk2, (5.8) 

and at high temperatures, from Eqs. (5.4) and (5.5): 

(5.9) 

thus the results for temperatures well removed from 
the critical point may be combined into the single 
formula: 

(5.10) 

These formulas have been derived for the ferromag­
netic triangular lattice. The reduction to the quad­
ratic lattice is considered in the next section. Here 
we note that the corresponding decay of the pair 
correlation w2(k, k) = (UO.OUk,i) at high temperatures 
is 

(k k) ~ -2(K.o-K.+o)/ iki W2, - e 7r , (5.11) 

in which, by comparison with the Ornstein-Zernike 
theory, one may introduce the range of order (3-1 
so that 

w2(k, k) 0:: e-{Jr /rl, (5.12) 

where r is a radial distance (r = k for the triangular 
lattice). Thence the fourth-order correlation may 
be written 

(5.13) 

where (3 = 2 IK~ - K;*I. Although w,(k, k) decays 
by an" inverse square law" both at the critical point 
and at temperatures well removed from the critical 
point, the decay amplitude is different. This arises 
from the way in which the asymptotic formulas were 
obtained, the temperature parameter A being held 
fixed while the spin separation r( =k) was increased. 
It is not permissible to let T --+ T., or (3 --+ 0 sub­
sequently. A similar difficulty arises in the case of 

the pair correlations w2(k, k), which decay as E/r! 
at the critical point, so that the actual form of the 
correlation decay is different in this case. 

Although we have so far only considered one 
particular relative orientation of bonds (spin pairs), 
and then only along a lattice axis, it is not unreason­
able to assume that the correlations decay with a 
similar radial dependence in all directions (at least 
close to the critical point). The decay amplitude may 
now be direction dependent. Then, as indicated in 
the Introduction, the specific heat may be approxi­
mated as a sum over all reduced fourth-order cor­
relations (neglecting the few pair correlations in­
volved), and this sum replaced by an integral. Thus 
near the critical point 

e ~ f'" -2{Jr dr 
N - e , 

I T 
(5.14) 

which may be interpreted as representing a loga­
rithmic divergence of eN as log IT - T.I at the critical 
point. The approach to the critical point by this 
means is not justifiable, because it involves reversing 
the limiting process used to obtain the asymptotic 
behavior of the correlations; and in any case the 
approximation A « 1 (or A-I « 1) is invalid there. 

At the critical point itself the integral for the 
specific heat is 

2 fd dr eN ~ - - 0:: log d, 
7r I r 

(5.15) 

where the upper limit has been restrained to a value 
d, representing the linear dimensions of the lattice, 
d ~ Ni, which is really infinite in two dimensions. 
Such a logarithmic dependence of the "critical" 
value of the specific heat upon the size of the lattice 
was conjectured by Kramers and Wannier' on the 
basis of numerical calculations of e, which is finite 
for a finite lattice, but has a sharp maximum for a 
large lattice. It is this maximum value of e which 
diverges as log d, suggesting that the specific heat 
is actually infinite there for an infinite lattice. This 
was confirmed rigorously by Onsager.6 

6. QUADRATIC LATTICE 

In this section the fourth-order correlations on 
the quadratic lattice are discussed. If in the triang­
ular lattice calculations J 3 is set equal to zero, the 
formulas of the previous section now apply to 
diagonal correlations, between pairs of second nearest 
neighbor spins at lattice sites (0, 0), (1, 1), and 
(k, k), (k + 1, k + 1). Also the corresponding re­
duced fourth-order correlation w.(k, k) does not 
now contribute to the specific heat, since the cor-
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responding interaction energy J 3 is zero. Alter­
natively, one may set J 1 equal to zero, and then 
formally replace the subscript 3 by 1, thus converting 
the lattice into a quadratic one with parameters 
Kl and K 2 • The fourth-order correlation formulas of 
the previous sections now correspond to row 1 of 
the quadratic lattice and contribute to the specific 
heat. 

Row correlations are considered first. Setting 
J 1 = 0, and replacing J 3 by (a new) J 1, one finds 
that 

(6.1) 

and 

where the asterisk denotes the dual variable: 

i = 1,2. (6.2) 

The new values of A and B satisfy Eq. (4.15) and so 
all the formulas of the previous section hold. The 
qualitative behavior of the ferromagnetic triangular 
and quadratic lattices is the same for row correla­
tions. But the reciprocal range is of order (3 = 
2 IK1 - K21 in the row 1 direction. At temperatures 
well-removed from the critical point 

w4(k,0) :C: e-4IK,o-K1 1 "'/27rk2
, (6.3) 

where the radial distance r = k for row correlations. 
To obtain the diagonal second nearest neighbor 

correlations, one sets J 3 = 0 in the formulas for A 
and B. This yields 

A = (sinh 2Kl sinh 2K2r 1 and B = 0 (6.4) 

for the quadratic lattice with parameters Kl and 
K 2 • A and B clearly satisfy Eq. (4.15), for at the 
critical point sinh 2Kl sinh 2K2 = 1. The simplifica­
tion provided by the absence of B means that a more 
sophisticated discussion of the integrals an, which 
are now denoted btl to avoid confusion, is possible. 
It is evident that the formulas of the previous 
sections hold with the new values of A and B. 

The integral representation of the b" is 

b .. = 21 1'" e-'"'' (1 - Ae-''''), dw. (6.5) 
1r -., 11 - Ae-u

, 

The integral bo is now the second nearest neighbor 
diagonal correlation (0'0.00'1.1), which is positive at 
all temperatures. There is a certain symmetry be­
tween the values of the btl at low temperatures and 
the b~ at high temperatures: 

b' = - -''''''(- -I",) - e dw 1 1
.. (1 A-I +1",) 

.. 21r _., e e 11 _ A-1e+ l ", , • 
(6.6) 

Clearly, having calculated btl at a low temperature 
given by A < I, one may formally replace A by 
A'(=A -1) in b", thus obtaining the value of -b!.. .. _1 

at a high temperature given by A'( =A -1 > 1). 
The primes denote high-temperature functions as 
before. The integer n is not restricted to positive 
values here. The converse relation holds between 
b~ and b-"_I' In particular bo = -b~1 and b~ = -b_1 • 

Thus we need consider b" for only positive values 
of n, since on replacing A by A'( =A -1) we obtain 

b" - -b!. .. -1 and b~ - -b_ .. - 1 • (6.7) 

This symmetry is related to the dual transformation 
which may be written in the form 

sinh 2K. sinh 2K~ = 1, i = 1,2. 

The integrals b" may be expressed in terms of 
Legendre functions of the second kind of half-in­
teger order: 

b" = 1r-1 [A-iQ"_i(X) - AiQ"+i(X)], (6.8) 

where x = HA + A-I), whence the symmetry in 
A and A -1 follows immediately. For the present 
purpose an alternative representation of the b .. as 
hypergeometric functions is preferable9 (also see Ap­
pendix). 

At low temperatures, A < 1, 

b - 1 f(n + !) A"{F(1. 1. • A2) " - ;t f(n + 1) 2, n + 2, n + 1, 

en + !) A2F(1. + 1.. + 2' A2)} - (n + 1) 2, n 2, n , , (6.9) 

and at high temperatures, A > 1, 

b' - 1 f(n + !) _1_ {F(l 1.. • /A') .. - ;t f(n + 1) A .. +1 "2, n + :r, n + 1, 1 

-~:! i; F(t,n + lin + 2; l/A~}. (6.10) 

At the critical point A == I, the explicit value of 
the b .. may be obtained directly from Eq. (4.18); 
it is 

btl = 1/1r(n + !) = -b_ • .-l' (6.11) 

Thus the exact value of the fourth-order correlation, 

(6.12) 

may be obtained on substitution of the appropriate 
value for be above. At the critical point the reduced 
fourth-order correlation is 

t Bateman Manuscript Project, Higher Transcendental 
Function8, A. Erdelyi, Ed. (McGraw-Hill Book Company, 
Inc., New York, 1953), VoL iI, p. 137, Eq. (45). 



                                                                                                                                    

1130 JOHN STEPHENSON 

(6.13) where the reciprocal range of order fJ is now 

which is asymptotically similar to Eq. (5.7). For 
temperatures well removed from the critical point 
the asymptotic behavior of b", n > 0, may be de­
duced from the representations (6.9) and (6.10). 
Keeping A fixed, one obtains the asymptotic form 
of b" from the series expansion of the hypergeometric 
functions. The leading terms are of course similar 
to those of the a" in Eqs. (5.2) and (5.4). The coef­
ficients of I/ni and 1/nl, as appropriate, may be 
extracted from the hypergeometric functions. This 
process yields 

b" ~ (A"llI.tn')(l - A2)1, (6.14) 

at low temperatures, A < 1, and 

b~ ::!: (A -n-1/21rlni)(1 - A -2r t , (6.15) 

at high temperatures, A > 1, where n is a positive 
integer. An alternative derivation of these formulas 
is given in the Appendix. Now by using the sym­
metry property of the b" in Eq. (6.7), one may re­
place A by AI = A -t, and hence obtain the behavior 
of the b_,,: 

b_ .. ::!: (-A"/21rtni)(1 - A 2)-t, (6.16) 

at low temperatures, A < 1, and 

b!.. .. ::!: (- A -,,+l/1r'n')(1 - A -2)" (6.17) 

at high temperatures, A > 1. It is now apparent 
how the asymptotic expansions break down as 
A ~ 1- from below T" or A ~ 1 + from above T c: 
which limiting processes are forbidden by the method 
of constructing the asymptotic expansions in the 
first place. n is positive in all these formulas. But 
when the reduced fourth-order correlation w4(k, k) 
is formed one obtains 

w4(k, k) ::!: A 2kI21rk2
, 

below the critical point and 

w4(k, k) ::!: A - 2kI21rk2
, 

(6.18) 

(6.19) 

above it, the factors (1 - A ±2) ±; cancelling. A is now 
given by Eq. (6.4). Thus the final result is deceptive 
in that it appears one could take the limits A ±l ~ 1 
satisfactorily, but this is not the case, since the 
asymptotic forms of the b" (or an) being combined 
is radically different for temperatures below, at, or 
above the critical point. 

For the diagonal direction on the quadratic lattice 
r = v2k, the corresponding high-temperature form 
of the pair correlation w2(k, k) is 

w2(k, k) ::!: A -k/1rikt a: e- fJr Ir;, (6.20) 

{3 = (1/v2) lIn (sinh 2Kl sinh 2K2) I. (6.21) 

In terms of fJ and the radial distance r = v2k, 

(6.22) 

Thus the fourth-order correlations on the quadratic 
lattice are not radially symmetric, and just as for 
the high-temperature pair correlations there is a 
preference for order to be propagated along the 
lattice axes [see Ref. l(a), p. 202}. However, the diag­
onal correlations discussed here do not contribute 
to the specific heat. 

7. ANTIFERROMAGNETIC LATTICES 

The quadratic lattice can be divided into two 
interpenetrating sublattices. At low temperatures an 
ordered structure is possible, the spins on the two 
sublattices pointing in opposite directions, and the 
ground state is twofold degenerate in zero magnetic 
field. The critical point is the same as for the fer­
romagnetic lattice, and the specific heat is logarith­
mically infinite there. Therefore one would expect the 
fourth-order correlations to be unaltered on re­
placing J, by -J" i = 1, 2. This is evident on 
inspection of the formula defining A and B for this 
lattice. For row correlations A is replaced by 1/ (V 1Z2) 

and B by VJZ2' since z, = e-2K
; > 1. A and Bare 

now negative since Vi = tanh K, is. At the critical 
point A = -1 and B = -(tanh K])2 for row 1 
correlations. A and B are unaltered for diagonal 
correlations. Thus the formulas above for the fourth­
order correlations are still valid for the completely 
antiferromagnetic quadratic lattice. However, the 
behavior of the pair correlations is affected. The 
row pair correlations oscillate in sign: (- )k; but the 
diagonal pair correlations remain positive. A redefi­
nition of fJ appropriate to the antiferromagnetic 
case is easily made. 

More interesting is the antiferromagnetic triangu­
lar lattice, with three equal interactions. There is 
no ordering at the antiferromagnetic zero point, 
T = -0, and the zero point entropy is finite. Also 
there is no critical point in the usual sense, though 
T = -0 is certainly critical mathematically. At 
the zero point it is easy to evaluate the integrals a" 
explicitly from Eq. (4.4) with Vi = V = -1 [see 
also Eq. (7.8) below]. Then one obtains 

ao = -it 2 sin (211"n/3) 
(7.1) 

or a" equals 
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-I, when n = OJ 0, when n = 3lj 

v'3/1I1t, when n = 3l - Ij 

-v'3/1I1t, when n = 3l - 2j (7.2) 

where l is a positive integer. This periodicity is 
connected with the three sublattices into which the 
triangular lattice may be divided. 

ao is related to the internal energy which is 

(7.3) 

The specific heat exhibits no anomaly and is a 
smooth function of temperature, being zero at in­
finite and zero temperatures. The reduced fourth­
order correlations are exactly 

(k k) _ - _ [2 sin (27rk/3)]2 
W4, - -aka-k - 7rk (7.4) 

at the antiferromagnetic zero point. They vanish 
when the spins 0'0.0 and Uk ,k are on the same sub­
lattice, and are negative and equal to -3/(7rk? on 
the other two sublattices. The characteristic inverse 
square law decay is retained, with a superposed 
oscillation related to the periodic arrangement of 
the sublattices. It is interesting to compare the 
corresponding asymptotic behavior of the pair cor­
relations at the zero point: 

w2(k, k) ~ Eo cos (27rk/3) /k' , (7.5) 

which oscillate in magnitude and sign. 3 

Above the zero point the generating function for 
the integrals an may be manipulated into the form 

A"(w) = _e-' OJ 1 - v cos e_
i

", v
2
e_

2i
"" (7.6) ( 

2 8 +i", + 2 +2,"'), 
1 - 2v cos 8 e + v e 

where 8 is a real angle defined by 

(7.7) 

K being negative for an antiferromagnet. A"(w) 
+.'" ±iB/ d I t -'OJ ±oB/ has zeros at e = e van po es a e = e v, 

which occur at complex values of w except when 
v = -1 (T = -0, cos 8 = !). Then these points 
coalesce, and A"(w) must be rewritten: 

(1 + 2 cos w) 
A"(w) = 11 + 2 coswl ' 

(7.8) 

from which the zero point values of an in Eq. (7.1) 
may be derived. At very high temperatures v is 
small and negative, so that terms of order V'+1 may 
be neglected compared with v'. To the same ap­
proximation cos 8 = 1, and the generating function 
becomes 

(7.9) 

which is similar to the high-temperature generating 
function A'(w) in Eq. (4.17), with B = 0, for the 
ferromagnetic case. Therefore the asymptotic form 
of the a" given by Eqs. (5.4) and (5.5) may be taken 
over to yield 

(2V)"+1 (2V)"-1 
a" ~ ---,-,- and a" ~ ---,---,- n > 0, (7.10) " - 27r'n' -n 7r'n" 

where v is negative. Correspondingly, the reduced 
fourth-order correlation has the asymptotic form 

(7.11) 

So the antiferromagnetic triangular lattice is qualita­
tively similar to an ordinary antiferromagnetic lat­
tice at very high temperatures, with A -1 replaced 
by 2v. The necessary restriction Ivl < ! is roughly 
equivalent to T > !T., where T. is the ferromag­
netic critical temperature. 

CONCLUDING REMARKS 

This paper contains a fairly complete discussion 
of fourth-order correlations for one particular rela­
tive orientation and one particular direction of spin 
separation (when the spins are collinear). This leaves 
a lot of other directions and orientations. An analysis 
of the general fourth-order correlation which con­
tributes to the specific heat should provide informa­
tion about the angular dependence of the decay 
amplitude, both at and well away from the critical 
point. Thus one would expect to obtain the value of 
the constant B' in Eq. (1.6), relating to the diver­
gence of the specific heat at the critical point (it is 
already known for the quadratic lattice6

). 

The calculation of the particular fourth-order 
correlations discussed in this paper has involved the 
perturbation of two lattice bonds, corresponding to 
the selection of two pairs of nearest-neighbor spins. 
Such a calculation closely parallels that required 
for an analysis of the effects of two defect bonds. 
Much of the working here is preparatory for this 
problem. To avoid congestion here, details have been 
reserved for another communication. 

Finally, it should be remembered that a knowledge 
of all possible second- and fourth-order correlations 
would enable one in principle to obtain the coef­
ficients of (H/kT)2 and (H/kT)( in an expansion of 
the partition function of an Ising lattice in a mag­
netic field H, H/kT being the "high-temperature" 
expansion variable. However, the exact derivation 
of these coefficients still appears to be an intractable 
problem, as approached via calculations of spin 
correlations. 
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APPENDIX 

The Appendix contains an alternative representa­
tion for the b .. which leads to a rederivation of Eqs. 
(6.14)-(6.17), and also a brief account of the be­
havior of the b" and the correlations near the critical 
point. 

An alternative representation for the b .. , defined 
in Eq. (6.S), for the positive n when T < To is10 

1 r(n + i) A" { 1 • • 
b .. =;t r(n + 1) (1 _ A2)t F(!, z,n + 1, r) 

- A2(:! DF(!, t;n + 2; r)}, (AI) 

where the argument r of the hypergeometric func­
tions is 

(A2) 

Irl being less than unity provided A 2 < t. This 
representation is therefore valid for low temperatures 
such that 0 < A 2 < i, but could be analytically 
continued into the region t < A < 1, since the b" 
are well-behaved functions of A. Equation (6.9) 
would be such an analytic continuation. However, 
regarded as a series in inverse powers of n, which 
would be of an asymptotic nature for t < A 2 < 1, 
the above representation for b" has the leading term 

(A3) 

in which the parameter A is held fixed, while n is 
permitted to increase. This provides an alternative, 
and illuminating, derivation of Eq. (6.14), while 
confirming the asymptotic nature of this expansion. 
Above the critical point, the representation cor­
responding to Eq. (AI) for b~ is 

, _ 1 r(n + l) A - .. -I { 1. . 

b" -;t r(n + 1) (1 _ A-2)1 F(z, l,n + 1, r) 

r = -A- 2/(1 - A-2
), (A5) 

Irl being less than unity provided A -2 < t. The 
leading term in an asymptotic expansion in inverse 
powers of n is 

1 rfn + 1) A-n
-

I 

b' ~ \':2 
.. - 2n1r1 r(n + 1) (1 - A 2).' 

(A6) 

confirming Eq. (6.15). The corresponding formulas 
for the b_ .. are obtained by use of the relations in 
Eq. (6.7). 

The behavior of the b .. in the neighborhood of the 
critical point A = 1 may be investigated with the 
aid of the appropriate analytic continuation of the 
hypergeometric functions in Eqs. (6.9) and (6.10),11 
or again directly from the Legendre function rep­
resentation in Eq. (6.S). Taken individually, the 
hypergeometric functions (and the Legendre func­
tions) have a logarithmic singularity at A = 1, the 
arguments of these functions approaching A = 1 
from above or below as appropriate. The b .. , how­
ever, depend on the difference between two of these 
divergent functions and remain finite for all tem­
peratures. Thus for fixed n, as A --? 1-, 

b .. = 1r(n ~ !) - HI - A2) log (1 - A2) 

+ 0(1 - A2), (A7) 

and as A --? 1+ 

b~ = 1r(n ~ i) + HI - A-
2

) log (1 - A-
2

) 

+ 0(1 - A-2
). (AS) 

n is unrestricted in these formulas. Therefore the 
leading terms in the reduced fourth-order correla­
tion CJJ4(k, k) for fixed spin separation k, as T --? 

T;, A --? rare 

1 
CJJ4(k, k) ~ 2(k2 1) 

11' - 4: 

X [1 - i1r(1 - A2) log (1 - A2)1, 
and as T --? T:, A --? 1 + are 

1 
CJJ,(k, k) ~ 1r2W - t) 

X [1 + i1r(1 - A -2) log (1 - A -2) 1. 

(A9) 

(AlO) 

The symmetry of the correlation about the critical 
(A4) point is clearly displayed. 

10 Reference 9, Vol. II, p. 137, Eq. (44). 11 Reference 9, Vol. II, p. 110, Eq. (12), with m = O. 
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S-Matrix Formalism, Charge Renormalization, and Definition of the 
Hamiltonian in a Simple Field-Theoretical Model* 

F. J. YNDURAIN 

University of Zaragoza, Zaragoza, Spain 
(Received 29 November 1965) 

A field-theoretical model (the relativistic version of the Lee model) is exhibited for which one can 
rigorously ~rove tha~ the essential features of the S-matrix formalism (in particular analyticity) hold 
eve~ for POl~t co~pling, and ~ha:t all c~arge renormalizations are finite. It is also shown that, although 
the mteractlO~-plcture descnptlOn fails, the total Hamiltonian may still be defined as a symmetric 
o~rator. and It gov:erns the dynamics .of the ~nteraction. Finally, we point out that the usual pathol­
Ogles which appear In the current (statIc) verSIon of the model are not an intrinsic feature of the theory 
but rather the result of too crude oversimplifications. ' 

1. INTRODUCTION 

THE difficulties inherent to the ordinary inter­
action picture approach to field theory have led 

many physicists to the belief that one should deal 
with the more directly significant S matrix,1.2 then 
assuming that it is possible to describe all physical 
processes in terms of its properties. Thus, there have 
been conjectured suitable analytic, unitary, etc. 
properties of S, and assumed that they will hold 
and suffice to describe observables even if the 
Lagrangian-Hamiltonian formalism were meaning­
less.2 One has, in this context, many positive results: 
Everything may be proved for potential scattering i 
and analytical properties are known to hold within 
certain regions (and, in general, for the first terms 
of a Feynman graph expansion). As a consequence, 
(single) dispersion relations have been proved start­
ing from the fundamental axioms. 3 

However, one is still far from having totally 
clarified the problems involved; thus, e.g., much of 
the work done lacks mathematical rigor and, in 
addition, one knows that too much analyticity and 
unitarity are incompatible. There also exist, in 
another context, more difficulties: Although some 
people have put forward the hypothesis that the 
whole dynamics should be described through dis­
person relations,4 it is still a rigorous consequence 

* This work has been partially supported by the Fondo 
para Ayuda a la Investigaci6n en la Universidad and Jen, 
Madrid. 

1 W. Heisenberg, Z. Phys. 65, 4 (1930); 120,513,673 (1943). 
S G. F. Chew, S-Matrix Theory of Strong Interactions 

(W. A. Benjamin Company, Inc., New York, 1962). 
aN. Bogolyoubov and D. V. Chirkov, TMorie Quantique 

des Champs (Dunod Cie., Paris, 1960). R. Omnes, Relations de 
Dispersion, (Dunod Cie., Paris, 1960). . 

4 M. Gell-Mann, G. F. Chew, et al.; see, formstance, Ref. 2. 

of the axioms that a unitary time-evolution operator 
(and thus a symmetric total HaIniltonian) must 
exist,6 irrespectively of the failure of the interaction 
description. 

The aim of the present article is to present a 
field-theoretical model for which the preceding anal­
ysis turns out to be essentially correct. To be 
precise, we want to show that, for the relativistic 
generalization of the Lee6 

• ., model, and for the N-8 
scattering, one has: 

(1) The interaction picture fails for point coupling 
(no cutoff); the Mj311er operators cease to exist and 
thus so do the usual methods of the HaIniltonian 
formalism. However, we may still define a sym­
metric (HerInitian) total HaIniltonian and it governs 
the dynaInics of the process. 

(2) The S matrix exists and presents all the re­
quired (analytic, invariant, and unitary) properties, 
within the limitations of the model [see No. (4) 
below]. In particular, we may write a dispersion 
relation for it. It is also possible to introduce satura­
tionS in a natural way; i.e., there exists a maximal 
value of the coupling constant compatible with 
unitarity. 

(3) Taking into account the relativistic version 
of the model is by no means trivial (contrary to 
what it has sometimes been assumed7

•
9
). Thus, we 

may show not only that the scattering does not 
vanish, but also that all charge renormalizations 

~ J. M. Jauch, in Dispersion ,Relations (Oliver and Boyd, 
Edmburgh, 1961). F. J. Yndurrun, Rev. Acad. Cienc. (Zara­
goza) 20, 1 (1965). 

6 T. D. Lee, Phys. Rev. 95, 1329 (1954). 
7 S. Schweber, Relativistic Quantum Field Theory (Row 

Peterson, and Company, Evanston, Illinois, 1961). ' 
8 G. F. Chew and S. C. Frautschi, Phys. Rev. 123, 1478 

(1961). 
i L. Van Hove, Physica 18, 145 (1952); ~'bid. 22, 343 (1956). 
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are finite. As a byproduct, the usual abnormalities, 10 

in particular ghosts or indefinite metrics, need 
not appear/ 1 this simply seems to be due to the 
oversimplification of neglecting the recoil of the 
V and N particles. All the results stated here and 
in No. (2) are to be understood as valid even for 
point coupling. 

(4) The model, of course, presents some draw­
backs. As is well known, the Lee model describes 
a nonlocal interaction and does not allow for anti­
particles, so that, in particular, the S matrix lacks 
crossing symmetry. This is, however, a lucky cir­
cumstance (in a sense), since it shows that, at least 
in general, crossing symmetry is not a consequence 
of (in the sense of, e.g., MandeLstam1o), but rather 
independent of the remaining properties of a theory 
(in particular, of the existence or nonexistence of 
ghosts). 10 

Finally, we note that all our results are mathe­
matically rigorous. 

2. FORM OF THE S-MATRIX 

The model we consider is described by the Hamil­
tonians 

(2.1a) 

H = Ho + J d3p 6Ey(p) V~V" 

+ J d3p d3k [yep, k) V~N"-kak + h.c.] X, (2.lb) 

where X is proportional to the charge (we borrow 
the notation from Ref. 7), 

6Ey (p) = jXl2 

X J d3k ly(P, k) 12/[EN (P - k) + WI< - Ey(P)] (2.2) 

is the energy renormalization counterterm, and where 

f(p, k) is a weight (cutoff) function; for point 
coupling, f = l. 7.9 The relativistic expressions 

are used for the energies of the V, N, and (J particles. 
In the usually considered version, (2.4) is approxi­
mated by6,10 

Ev = M, (2.5) 

(fixed V and N particles) and the interaction is 
further restricted by the condition f(p, k) = f(k) = 
square-integrable, lack of the last condition implying 
the appearance of pathologies. Our chief task here 
is, precisely, the removal in a consistent way, of 
the last condition. Surprisingly enough, use of the 
exact expressions (2.4) [rather than (2.5)J suffices 
to avoid the mentioned abnormalities as well as 
to ensure the correct properties for S. To prove this, 
we compute the R matrix. This may be done in the 
standard fashion (see, e.g., Ref. 7); the result is 

(2.6) 

This shows at once why, using (2.5), infinite renormalization is needed: for point coupling, the integrand in 
(2.6) behaves as Ip!2 (w" lpI2)-1 ,....., l/lpl so that the integral is divergent and R ~ O. However, if we take the 
exact expression (2.4) for the energies, the integrand is ",[E(p)w"f 1 

'" l/lp!2, which makes the integral 
finite and R rf 0: there is no necessity for (infinite) charge renormalization. 

From (2.6) we may write at once the scattering amplitUde. In the c.m. system and for point coupling it is 

A _ 11' IxI2 {l + J IxI211' Ipl2 d Ipl . }-1 
(8) - 2M(81 - M) 2MEN(P)w.,[sl - EN(P) - w., + ie][EN(p) + Wp - MJ (2.7) 

10 W. Heisenberg, Theorie der Elementiirteilchen (Munich, 1961). N. Bogoljubov, in Physikalische Abhandlungen aus der 
Sowjetunion (Akademie-Verlag, Berlin, 1958). K W. Ford, Phys. Rev. lOS, 320 (1957). G. Kiillen and W. Pauli, Kg!. 
Dansk. Videnskab. Selskab Mat. Fys. Medd. 30 (1955). S. Mandelstam, Phys. Rev. 112, 1344 (1958) (especially the 
Introduction). 

11 We refer, of course, to the N = (J scattering case. We are not be concerned with other (multiparticle) probleIl1Sj see, for 
instance, F. J. Ynduraill, Ref. 5. 
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with s = [Wk + EN(k)]2. It may be noted that A 
does not depend on the momentum transfer; this 
reflects the fact that only S waves interact [cf. (2.1b), 
(2.6)]. In particular, crossing is impossible, which is 
to be expected from (2.1b). 

A close look at (2.7) convinces us that A(s) 
posesses all required properties (within the limita­
tions of the model). Actually, (i) it is unitary 
(check for S = 1 + 21riks-1A(s): SS* = S*S = 1]; 
(ii) it corresponds to point coupling; (iii) it is 
relativistically invariant, and (iv) it is analytic in 
the entire s-plane with the exception of a (kine­
matical) cut from s = 0 to - co (due to the square 
root of s), a cut from (m + JI.? to co, due to the 
opening of the scattering channel, and a pole at 
s = M2 due to the (virtual) V-particle inter­
mediate state. In particular, we may write a disper­
sion relation for A to read 

+ (1/71") f'" ds' 1m A(s')/(s' - s) 
( ... +~l· 

+ (1/71") 1'" ds' 1m A(s') /(s - s'), (2.8) 

which is also finite. 

where the difference with the usual dispersion rela­
tion is again due to the absence of crossing, and 
where 

Ix 12 = ~ {I + 71" Ixl
2 

d 8M 2M 

(2.9) 

3. RENORMALIZATION AND SATURATION 
PROPERTIES 

We show later (Sec. 4) that, for point coupling, the 
interaction picture fails, and thus the "bare" charge 
A is meaningless. However, we have just proved 
that the S-matrix formalism still works; and this 
permits us to define an "effective" charge [through 
(2.8)], viz. Ad (Ref. 12) which is finitely related to A 
(2.9). We henceforth consider Ad as the physically 
relevant quantity. 

The Born renormalization may also be performed. 
We compute it according to the prescription of, say, 
Refs. 6 and 7, obtaining 

(3.1) 

It is worth noting that (2.9) gives a maximal value Am.x for IAdl if we want to maintain unitarity; we let 
the bare A go to infinity: 

2_' 2__ P P 2M {l'" 2 d }-1 
IAmul - ~~~ IAdl - 71" 0 EN(P)w,,[EN(P) - w" _ M]2 . (3.2) 

It is clearly finite, and the corresponding scattering amplitude 

1 {La> p2 dp }-1 
Aeat(s) = s' - M 0 EN(P)w,,[s' - EN(P) - w" + iE][EN(P) + w" - M] (3.3) 

-then satisfies all properties (i) to (iv) and is saturated.s We also remark that in this limit the Born renormaliz-
-ation is still finite and meaningful. 

4. HAMll.TONIAN FORMALISM AND SOME COMMENTS 

It only remains to prove assertion (1), Sec. 1. Precisely, we want to prove that, although the interaction 
picture formalism becomes meaningless (for point coupling), one may define, in an appropriate way, a total 
Hamiltonian. For the first part, we compute the M~ller wave operators: 

(4.1) 

where the incoming (outgoing) waves are given by 

I ±) {N* * f ( k)[V* + J d
3

p Ag(q + k, p) N* *]} 10) !/I •. k = .ak + A ± q, .+k EN(q) + Wk - EN(q + k - p) - w" ± iE .+k-"a" , (4.2) 

12 See, e.g., S. Gasirowicz, Fortschr. Physik 8,665 (1960). 
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with 

g(q + k, k) 

We may then calculate, e.g., (<I>I n I<I», I<I» = 
J d3p<I>(p) V~ 10): 

(<I>I n I<I» = J d3p I<I>(P) 12 J d3k "xf(P - k, k). (4.4) 

Now, the term { .. '1-1 in (4.3) is always finite 
and tends to 1 as k ~ 00; on the other hand, for 
large k, g(p, k) '" 1/lkI2

, so that f(p - k, k) '" 1/Ikl2 

and the second integral in (4.4) diverges: the MjiSller 
operators become meaningless and, since Hn* = n* H 0, 

the desired result follows. 
To prove the second part, consider the set of 

vectors Ix) of the form 

Ix) = J d3p <I>(p) V: 10) + J d3
q d3

k [ w(q, k) 

_ "Xg(q + k, k)<I>(q + k) IN* * 10) 
EN(q) + WI: - Ey(q + k) .al: , (4.5) 

where <I>(p) ~ Ipr3
, w(q, k) ~ /qr 3 /kra for large 

p, q, k; it is clear that this is a linear manifold 
dense in the Hilbert space of superpositions of N, 8, 
and V states. Now, for such vectors, one may define 
H as follows: first compute H Ix) for finite cutoff; 
observe that the ~Ey term cancels. Thus, we may 
remove the cutoff to get 

H Ix) = J d3p [Ey(p)<I>(p) 

+ "X d3k g(p, k)w(P - k, k)]V: 10) 

+ J d3q d3k {[EN(q) + Wk]W(q, k) 

_ "XEy(q + k)g(q + k, k) <I>(q + k)}N~at 10) 
EN(q) + WI: - Ey(q + k) 

which is still a normalizable vector of the Hilbert 
space (check), Q.E.D. 

To conclude, we want to comment a little on 
the main features of our analysis. The situation is 
remarkable: we started with an interaction formalism, 
which was only valid for finite cutoff, and then we 
obtained the S matrix and the Hamiltonian. After 
this, we extended the results to point coupling by 
formally removing the cutoff in the previously 
derived formulas. This very heuristic role played by 
the interaction description mimics the situation in 
quantum electrodynamics (with which the Lee model 
has so many analogies7

•
10

) where it has had the 
well-known spectacular successes-it differs from 
our model in the fact that here we can rigorously 
prove (and not only formally calculate and guess) 
everything. Perhaps the methods could be developed 
also in quantum electrodynamics to achieve rigorous 
results; however, nobody yet knows how this can 
be done. 
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The solutio~s of Ein~tein'B vacuum field equations, Rp.v = 0, are found when quasi-oblate and 
prolate spherOIdal coordinates are used. The solutions for the "Newtonian" potential can be written as 
a linear combination of Legendre polynomides of integral order l. For oblate coordinates the solutions 
for each l h~ve a ring singula~ty and have a double sheeted topology; one can get from one sheet to the 
other by gomg through the nng. When the 1 = 0 and l = 1 solutions are combined an infinite-Bheeted 
topology results from the nonlinear character of the field equations. In general the geometry is as­
ymptotICally fiat on only one sheet; on the others it is highly distorted. In some cases the region near 
the ':ring singu~arity:' o~ns out. into a ~ultisheeted infinite space. For the prolate coordinates the 
solutIOns contam a hne smgularlty of firute length. In general, the prolate coordinate solutions are 
much less rich in varied topologies than are the oblate solutions. 

1. INTRODUCTION 

DOSSIBLY the most well-known solution of Ein­
.1 stein's vacuum field equations is the "Schwarzs­
child solution".l It is the only solution that has 
spherical symmetry and it can be interpreted as giv­
ing the gravitational field around a spherically sym­
metric mass distribution. In 1917 Weyl2 presented 
the general form of the time-independent metric 
with axial symmetry. He also showed that the field 
equations took on a simple form and in practice 
could be solved to find the field around any axially 
symmetric mass distribution. Although this metric 
is well known, it has seldom been used to find simple 
explicit solutions. This seems to be due to the fact 
that the coordinates used by Weyl were the analog 
of cylindrical coordinates in flat space and there­
fore do not lend themselves to simple solutions for 
finite mass distributions. The solutions would nor­
mally be written as integrals over given mass dis­
tributions. It might be expected that a coordinate 
system that was tailored to fit a given mass dis­
tribution would give simple solutions. In the present 
paper spheroidal coordinates are used; these have 
ellipsoids and hyperbloids of revolution as co­
ordinate surfaces. 

The idea of fitting the coordinate system to the 
problem is used frequently in physics but normally 
only cartesian, cylindrical or spherical systems are 
employed; the other possibilities being relatively 
unknown and sometimes difficult to picture. The 
above idea was first mentioned to the author in 
1961 by Vinti, who has used spheroidal coordinates 

• This research was supported by AFOSR Grant 409-63. 
1 K. SchwarzschildJ Berlin. Ber., p. 189 (1916). 
1 H. Weyl, Ann. Physik 54, 117 (1917). 

to good effect in computing the exact Newtonian 
gravitational field around the earth. In 1960 Misra3 

used the idea in general relativity and found solu­
tions in oblate spheroidal coordinates and toroidal 
coordinates. Erez and Rosen have studied the Weyl 
metric in ellipsoidal coordinates and obtained some 
solutions similar to those obtained here.4 Darmoisll 

has previously obtained one of the solutions pre­
sented here [Eqs. (43)-(45) with'Y = OJ and Weyl 
also found a similar (but not identical) solution.2 

At large distance these last two solutions correspond 
to the field around two mass points. 

In the present paper some solutions in oblate and 
prolate spheroidal coordinates are calculated. The 
main purpose of the paper is to study the topology 
of the solutions. To this end we do not put in a mass 
distribution but study the vacuum solutions alone; 
mass will manifest itself as "wormholes" or sin­
gularities in the Riemann tensor. This approach 
has been used to study the Schwarzschild metric. II 
All of the author's mentioned above either put in a 
mass distribution explicitly or treated their solutions 
as if they were the external fields of an actual dis­
tribution. 

II. FORM OF THE METRIC 

The starting point of this investigation is the 
familiar and completely general static cylindrically 
symmetric line element.2 

I M. Misra, Proc. Nat!. lust. Sci. India A26, 673 (1960); 
A27, 373 (1961). 

, G. Erez and N. Rosen, Bull. Res. Council Israel SF, 47, 
(1959). 

6 G. Dannois, Lea Equations de la Gravitation Eineteinienne 
(Gauthier-Villars, Paris, 1927), p. 36. 

8 J. A. Wheeler, GeometrOliynamics (Academic Press Inc., 
New York, 1962), p. 45. M. Kruskal, Phys. Rev. 119, 1743 
(1960). 
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FIG. 1. A graph 
showing the re­
lation between cy­
lindrical and ob­
late spheroidal co­
ordinates. 

dl = _e2CX-.l(dp2 + di) 

- /e-2
• dq>2 + e2

• dt\ (1) 

where 

A = A(p, z) and u = u(p, z) (2) 

are two functions to be found by solving Einstein's 
vacuum field equations. The coordinate system that 
we consider first is "oblate spheroidal coordinates". 7 

These are illustrated in Fig. 1 i they have ellipsoids 
and hyperboloids of revolution making up the or­
thogonal system. The relation between p and z 
and the new coordinates u and () are 

p = a cosh u cos (), z = a sinh u sin (), 

where a is a constant. The new line element is 

ds2 = _a2e2(X-~\sinh2 u + sin2 (})(du2 + d(}2) 

(3) 

- a2e-2~ cosh2 u cos2 
() dl + e2~ dt2. (4) 

With this metric the vacuum field equations reduce 
to the following four equations.8 

Un + U22 + Ul tanh u - U2 tan () = 0, (5) 

ui - u; - Al tanh u - A2 tan () = 0, (6) 

2UIU2 + Al tan () - A2 tanh u = 0, (7) 

All + A22 + ui + u~ = O. (8) 

Equation (5) is just Laplace's equation in these 
coordinates. Another change of variables converts 
it into a more suitable form. Let 

7 P. M. Morse and H. Feshbach, Methods of Theoretical 
Physics (McGraw-Hill Book Company, Inc., New York, 
1953), pp. 661-2. 

8 J. L. Synge, Relativity, The General Theory (North­
Holland Publishing Company, Amsterdam, 1965), p. 312. 

x = sinh u, y = sin (). (9) 

Then (5) becomes 

~ [(:l + 1) au] + ~ [(1 - 2) au] = 0. 
ax ax ay Y ay 

(10) 

Equation (10) can be solved by separation of vari­
ables. Let u(x, y) = R(x)S(y). Then 

:x [(1 - y2) ~~] + l(l + I)S = 0 (11) 

and 

a [ aR] ax (x
2 + 1) ax - l(l + I)R = 0. (12) 

If we require that u be finite along y= ±1 «(}=!1r), 
then the parameter l is a positive integer or zero 
and the solution for S(y) is given as a Legendre 
polynomial of the first kind. The solution for R(x) 
will then be a sum of Legendre polynomials of the 
first and second kind with imaginary argument. 
Once u is found we can obtain A from (6) and (7). 
[Equation (8) is then an identity.] 

A = JZ (1 - y2)[(X2 + 1)0'; - (1 - y~u;l- 2yuz O'u dx 
x2 + y2 

+ J" (x
2 + 1)[(x2 + 1)0'; - (1 - y2)O'!] - 2yuz O'1l d 

x2 + y2 y. 

(13) 

In order to make the solutions more definite we 
impose the boundary conditions that u and ). ap­
proach zero as x approaches infinity; we require 
the space to be asymptotically flat. It may be well 
to state explicitly at this point that we interpret x 
as a radial coordinate and y as an angular coordinate 
at least when x is large. This is in analogy to rand 
cos () in spherical coordinates and we will see that this 
is consistant with the solutions that we obtain. Of 
course, when x is small it is obvious from Fig. 1 
that we must be more careful. Since }. goes to zero 
as x goes to infinity, we can write (13) as 

, -1% (1-y~[(x2+1)O';-(I-y~O';]-2YUzull d 
1\ - 2+ 2 x. 

+", X Y 

In (14) y is held fixed during the integration. 

Ill. PARTICULAR SOLUTIONS 

The solution of (11) and (12) for l = 0 is 

0' = -J3(!1r - arctan x) = -13 arctan (l/x), 

13 = mla. 

(14) 

(15) 
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One of the integration constants has been chosen 
'Such that q approaches zero as x approaches infinity; 
the other constant is m. Integration of (14) yields 

A = !/32 In [(x2 + y2)/(x2 + 1)]. (16) 

By redefining our variables we can write the line 
element as 

.ds2 = _e2(U-V)[dr2 + (r2 + a2) d(l] 

- e -2V(r2 + a2) cos2 e dql + e2V dt2
, (17) 

where 

r = ax, sin e = y, f3 = mia, (18) 

.q = -fJ arctan (air), with 0::; arctan (air) ::; 11", 
(19) 

.and 

(20) 

The properties of the metric are now investigated. 
As r approaches infinity, (17) becomes the isotropic 
Schwarzschild line element with m as the mass of 
the field source (in suitable units), thus, r, e, cp 

asymptotically become the usual spherical coordi­
nates. For later convenience e has been measured 
from the equator rather than the pole. We see then 
that at very large values of r the above field ap­
proaches that around a spherical mass. More in­
teresting things happen for small r. (When r « a, 
u = ria, and so Fig. 1 is useful for interpreting the 
following results.) The function q is a bounded 
function for all r; however, e2U is zero at r = e = o. 
We see later that the invariants of the Riemann 
tensor are infinite on this line. We can compute 
the circumference C of this ring singularity at 
r = e = o. 

C = [r (_ g33)l dcp = 27raelr!!. (21) 

We can define its diameter as the proper length of 
a spacial geodesic joining the point cp = 0 to cp = 7r 
and from symmetry we would expect this to be a 
line along r = 0 (u = 0 in Fig. 1); however, this 
line is not a geodesic. The properties of the space 
inside the ring can be resolved if we attempt to 
drop a test mass down the z axis (Fig. 1). The force 
acting on a stationary unit mass held on the z 
axis just above r = 0 (r = o+, e = !7r) is 

whereas the force just below r = 0 (r = o+, e = 

FIG. 2. This drawing illustrates the two-sheeted character 
of the two-space (a = const, t = const). The two sheets have 
been pulled apart to show the interconnections more clearly . 

-!7r) is the negative of (22). So it would appear 
that for no particular reason the force suffers a 
finite discontinuity as the test particle goes through 
r = O. A further consideration resolves the difficulty 
because we note that nothing prevents the co­
ordinate r from becoming negative. If the coordi­
nate r is allowed to go negative and e is fixed at 
+!11" the trajectory of the particle passes smoothly 
through r = o. A more realistic picture of the 
topology is given in Fig. 2 where it is illustrated 
that any plane through the z axis really consists of 
two sheets which interpenetrate inside of the ring. 
On the second sheet the sign of rand e are opposite 
from Fig. 1. A study of the metric (17) shows that 
there are only two sheets because if the singularity 
at r = e = 0 is "walked around" twice, one returns 
to the starting point [see Fig. 3 and Eq. (19)]; 
that is, the metric returns to its original value. 

In Eqs. (17)-(20) we see that as r approaches 
minus infinity, v approaches zero and q approaches 
-11"/3 + mlr; therefore the space is asymptotically 
Schwarzschildian but the scales of rand t are dif­
ferent on the two sheets and the corresponding 
Schwarzschild mass on the second sheet is -mer!!. 
In general the force on a stationary unit mass is 

u>O 

(Ql (bl 

u<O 

FIG. 3. The path 
of a person who 
walks around the 
ring singularity of 
the metric of Eqs. 
(18)--(20). He starts 
at A and walks to 
B, he then is auto­
matically on the 
lower sheet. If he 
proceeds around 
the singularity he 
passes through C 
and comes out on 
the upper sheet 
where he returns to 
A. 
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m e2(~-.) "-~ < 0 
r2 + a2 Ul - • 

(23) 

Therefore for large r the force on the upper sheet 
(r > 0) is toward the ring whereas on the lower 
sheet (r < 0) it is away from the ring, a repulsive 
force. 

It is interesting to conjecture about this solution. 
There are two independent parameters, the mass m 
and the "radius" a, which can be picked for con­
venience, say m equals 5 oz. and a equals 2 in. 
Now if we could find an "interior" solution around 
r = 8 = 0 without destroying the two sheeted 
topology, then we would have a toroidal object of 
reasonable size and mass that would have very 
strange properties. For instance if the toroid were 
viewed from the side as an object fell through the 
hole, the object would not be seen coming out the 
other side, whereas if viewed from above the ring 
it could be seen dropping through. We make no 
attempt to find such an interior solution but it 
should be noted that WeylZ has considered a similar 
case. He made the observation that since (f obeys 
the same equation as the Newtonian potential, then 
the solution for (f can be written down in terms of 

an integral over the mass distribution. In par­
ticular he calculated the field around a ring with 
rectangular cross section and, of course, found no 
unusual behavior. Apparently Weyl's solution con­
sists of a linear combination of our solutions (with 
alll values present) which combine in such a way 
as to eliminate the double-sheeted topology. The 
details on how this happens would be very in­
teresting but we do not pursue them further in this 
paper. We should clarify one other point. The 
term "viewed" was used above and now the ques­
tion arises as to what a manifestation of the solu­
tion would actually look like. The geodesic equations 
for null rays are exceedingly hard to integrate 
analytically but a semiquantitative investigation of 
them indicates that the manifestation would indeed 
look like a ring. Although there is distortion near 
the ring singularity, the light rays do not seem to 
get bent violently out of line. 

Finally a calculation of the three nonzero in­
variants of the Riemann tensor gives 

A3 == -e2(~-·)[m(r - m)/(r2 + a2)2] (24) 

and 

m)2 + 4(mr + a2)(r2 + a~] cos2 8 + 9(r - m)2(r2 + a2}}i]. 
r2 + a2 sin2 0 

All three are infinite at r = 8 = O. In the Petrov 
classification the metric is of type 1.9 

Equations (11), (12), and (14) can be solved 
with l = 1 and the result put into the form of 
Eq. (17) with 

(f = 'Y( 1 - ~ arctan ~) sin 8, 
(26) 

a o =:; arctan r =:; '11"; 

1.(1 2) In (r2 + a2 
sin

2 0) v=:l -'Y r2+a2 

- i-y2 cos
2 e[ (arctan ~ r + (1 - ~ arctan ~ r] , 

(27) 
where'Y = 3p/a2

, and p = const. 
As r approaches plus infinity the "Newtonian 

potential" (J' becomes that of a dipole with p being 
the dipole moment. As in the case of the II monopole" 

8 F. A. E. Pirani, Phys. Rev. 105, 1089 (1957). 

(25) 

solution (l = 0), the "dipole" solution (l = 1) has 
a two-sheeted topology, however, as r approaches 
minus infinity the metric term e2v approaches zero. 
An investigation of the Riemann invariants shows 
them becoming infinite in this limit. A detailed dis­
cussion of this solution is postponed until we dis­
cuss the combined" monopole-dipole" solution, but 
first two other features of the "dipole" solution 
are mentioned. In (19) and (26) we chose the values 
of the arctangent function at a point to be between 
o and '11". For the "monopole" solution this is no 
restriction because choosing a different sheet of the 
arctftngent merely chftnges the scale of rand t; 
the geometry is unchftnged. Such is not the case 
for the l = 1 solution; the metric tensor is no longer 
flftt at r = + co for any sheet other than the one 
chosen in (26). This aspect of the solution has not 
been investigated thoroughly, but it would appear 
that the properties of this solution on the other 
sheets is not radically different from those discussed 
in the next solution. The second point to be men-
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tioned is that the factor 1 - 'Y2 in (27) can become 
negative and thus change the nature of singularity 
at r = 8 = 0; this too is discussed shortly. 

Because of the nonlinearity of the field equations 
and in particular of (14), the combined solution for 
l = 0 and l = 1 is not just the superposition of the 
individual solutions but it has an "interference" 
term in addition. For the combined "monopole­
dipole" solution the line element is in the form of 
(17) again with 

u = - fJ arctan ~ + 'Y(1 - ~ arctan ~) sin 0 (28) 
r a r ' 

and 

_.l In (r2 + a2 
sin

2 0) 
v - ~a r2 + a2 

_ 2fJ'Y(Sin 0 arctan ~ _ arctan a s~ 0) 

- h 2 
cos

2 0[ (arctan;Y + (1 - ~ arctan ;YJ ' 

(29) 

where fJ = mia, 'Y = 3pla
2

, a = 1 + {32 - 'Y
2

, 

o ::; arctan air::; '11". 

Both fJ and 'Y can be taken as positive without 
loss in generality. The interference term appearing 
in the metric contains not only arctan (air) but 
also arctan (a sin Olr); this latter function com­
pletely alters the topology of the space. If we make 
a plot of arctan (a sin 01 r) as a function of rand 
sin 0, a helical surface is formed which looks similar 
to the surface traced out by a propeller blade as 
it advances through the air. In particular it is not 
periodic. This means that if we walk around the 
point r = 0 = 0 in a clockwise direction, arctan 
(a sin 81r) increases monotonically and therefore 
the metric continuously changes and never returns 
to its original value. The only way to return to the 
starting point is to turn around and retrace our 
path. This is in contrast to the two-sheeted behavior 
of the separate" monopole" and" dipole" solutions 
where, after two circuits of r = 0 = 0, we returned 
to the starting point. The" interference" term, how­
ever small, changes the space from a two-sheeted 
to an infinitely sheeted topology. Of course, in the 
previous solutions we could have used more than 
two sheets also, but it was unnecessary. In the 
present case it is necessary. 

Before undertaking a study of the singularity at 
r = 0 = 0, the singularity at r = - co is investigated. 
It turns out that the line 0 = !'II", r < 0 [Fig. 3(b)] 
is the spacial projection of any type of geodesic 
(spacelike, null, and timelike) and provides a con-

venient set of geodesics for studying r = - co • 

At 0 = !'II", e2V equals unity on the first sheet of 
arctan (a sin Olr). Its value changes by a constant 
factor e8r

(l'Y between adjacent sheets. For the present 
we confine our attention to the first sheet. The 
proper distance l from r = 0 to r = - co is given by 

l = -1-'" e -, dr 

= -1-'" exp [fJ arctan; - 'Y( 1 - ~ arctan;) J dr. 

(30) 

It is finite and of the order of (al'II"'Y) exp (j3'11" - 'Y) 
for small 'Y. For a timelike geodesic the geodesic 
equations give at 0 = !'II", 

dt = ke-2,. 

dT ' 

T = proper time, k = const. (31) 

Equation (28) shows that e2
, blows up as r approaches 

minus infinity and therefore at some point (drldT) 
equals zero. This means that a mass thrown down 
the z axis through the ring is reflected eventually. 
Similarly we find that a light ray reaches the sin­
gularity in a finite coordinate time. Finally, we can 
calculate the "circumference" C of the singularity 
at r = - co (0 > 0). 

C = L~ [r e-'(r2 + a2)t cos 0 dcp = O. 

The space below the ring is highly distorted. 
The z axis constitutes a singularity of sorts on 

all the sheets but the first one. Since e2u is not equal 
to unity on the z axis in general, the surfaces with 
constant rand t are not locally flat there. For ex­
ample on the second sheet (r < 0) in the neighbor­
hood of 0 = -h, the value of v is 4'11"{3'Y. This means 
that the ratio of circumference to radius of a small 
circle around the z axis is 2'11" exp (- 4'11"{3'Y). For fJ'Y 
positive this corresponds to the geometry near the 
vertex of a cone. 

The qualitative behavior of particles in this space 
can be obtained by studying the force f" acting on 
a stationary unit test mass: 

f" = - r~o(dtldT)2 = - r~oe-2', (33) 

r = _(iJuliJr)e2C
,-V) , (34) 

t = -(iJujiJO)[1/(r2 + a~]lC'-V). (35) 

A study of t shows that it is always negative. The 
force r is negative for negative 0 and all r. For 
positive 8 it is negative for large positive r but 
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FIG. 4. A sketch 
showing the qualita­
tive behavior of the 
force on a stationary 
mass in the space of a 
monopole--dipole. The 
arrows on the solid 
curve correspond to 
the directions of the 
forces on the first 
Riemann sheet, those 
on the dashed curve 
the second sheet, and 
those on the dot­
dashed curve the third 
sheet. There are an in· 
finite number of sheets. 

positive for large negative r. A qualitative sketch 
of the directions of r for three of the sheets of the 
space is shown in Fig. 4. 

We now turn to a study of the behavior of the 
metric near the "ring singularity" at r = 8 = O. 
A calculation of the leading term in the Riemann 
invariants yields 

),,3 ~ ~ll (fJll + .. l)e2
(V-.) 0:: (x2 + 82r a

, (36) 

... '" ±~ [(fJ2 + 'Y~«(X2 + 4fJ
2
'Y

2)J! 2(IT-v) 

"'" '" all xl! + if e 

0:: (xl! + if)-a-i , (37) 

where (X = I + fJ2 - 'Yll and x = ria. It should be 
noted that 8 is no longer conveniently interpretable 
as an angle. We see from Fig. I that rand 8 are 
rather similar when they are small. For (X > -! 
the invariants are singular; for (X < -! the in­
variants vanish and the space is asymptotically flat. 
For (X = -!, A3 ~ 0 but A", are finite and nonzero 
(but multivalued as is shown later). 

It is convenient to introduce new coordinates for 
which the metric components neither vanish nor 
blow up at r = 8 = O. When (X ~ -1 let 

p = a(xll + 811)1("+0, 

Then 

r = a(p/a)l/(a+ll cos 1/; 

When (X = -I let 

p = -!a In (xl! + if), 
Then 

1/; = arctan (8/x). (38a) 

8 = (pja)l/(a+ll sin 1/;. 

(38b) 

1/; = arctan (8/x). (39a) 

(39b) 

The form of the line element near r = 8 = 0 is 

d82 ~ _(xl! + e')-ae2<v-"'{(1 ~l!(X)2 + l d1/;ll ] 

(X~-I; (40) 

(X = -1, (41) 

where 

fT ~ - !'l!'fJ and ell. 

~ (Xli + 8~ae-'Y·<tr+l)e4P'Yf. (42) 

If we substitute (42) into (36) and (37) we see 
that 1/; = - co is a singularity. Equations (38) and 
(39) show that the point r = 8 = 0 corresponds to 
p = 0 for (X > -1 and p = co for (X ~ -1. Since 
the metric is finite and nonzero (for 1/; finite) this 
means that for (X ~ -I the region near the" ring" 
is really an infinitely large space. That is, when the 
parameter (X gets negative enough the space looses 
some of its singular character and grows a helical 
"wormhole. ,,6 

IV. ANOTHER CLASS OF SOLUTIONS 

A glance at Fig. I shows that if we take the p 

axis as the axis of symmetry a qualitatively different 
class of solutions will arise, that is, solutions with 
prolate rather than oblate coordinate surfaces (see 
Fig. 5). Strangely enough we can obtain these new 
solutions from the old by assuming that a is purely 
imaginary. If we make the change of parameters 
and variables a -4 ia; x ~ -ix; fJ ~ -ifJ; 'Y ~ -'Y 
in the previous solutions (28) and (29) we get 

dsll = _el!(v-IT)[drll + (r2 - all) dEf] 

- e-21T(r2 
_ all) cosll 8 del + ell'" dt\ (43) 

where 

fT = _!'fJ In x + 1 _ 'Y(I + !.x In x + 1) sin 8 
2 x-I 2 x-I ' 

r = ax, (44) 

FIG. 5. A graph 
showing the relation 
between cylindrical 
and prolate spheroidal 
coordinates. 
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_ R In x + s~n (J + {3 sin (J In X + 1 
1-'''1 X - sm (J "I x-I 

2 2 [ 1 (I X + 1)2 - 1."1 cos (J - - n--
2 4 x-I 

(
X + 1)2J + 1 - ix In x-I . (45) 

Also 

A3 = -:a (x - (3)(x + 1)-(1+~+~')(x - 1)-(l-~+~') 

X (x 2 
- sin2 (J)~'-l (for "I = 0 only). (46) 

For the case "I = 0 we see from (46) that X = ±1 
are singularities for all {3 except {3 = ± 1. Therefore, 
except for these two cases, X ranges from + 1 to 
+ co or -1 to - co. This is in contrast to the oblate 
solutions in which it ranged from - co to + co. The 
case for {3 = 1 is interesting because on substitution 
of x' = x+ 1 we obtain none other than the Schwarzs­
child spherically symmetric solution and the solu­
tion extends down to X = _1.6 

For the case "I = 0, the line (J = 0 is a geodesic. 
A computation of the proper distance along this 
line from any point ro to r = a shows this distance 
to be finite for all values of {3. If we drop an object 
along (J = 0, we find that it takes finite coordinate 
and proper times for the object to reach r = a. 
This object arrives at r = a and stops if 1 > (3 > 
tel - 5'), otherwise it arrives with infinite velocity 
[except that dr/dT is finite at r = a for (3 = 1 and 
tel - 5')]. The "circumference" C around X = 1, 
(J = 0, t = const, is interesting. 

C = lim 12 

.. e-"(r2 
- a2

)' d", 
Z---11 0 

= lim 271"a(x + l)t(~+ll(x - 1)'(l-~). (47) 

This is infinite for {3 > 1, zero for {3 < 1 and 47ra 
for {3 = 1. Therefore one has, for {3 > 1, an infinite 
"circumference" whereas the proper distance along 
(J = 0 to any point on this line is finite. 

For "I ;:6 0 and any values of x, (J, 

(
X + 1)'~ C = 271"a(x2 

- 1)' cos (J x-I 

X exp [ 'Y( 1 - ix In : ~ D J sin (J (48) 

and the properties of the space near X = 1 are 
similar to above but lose their symmetry around 
(J = o. 

The interpretation of the metric (43)-(45) for 
Ixl < 1 has not been carried very far; however, one 
point has been noted. Take the case "I = o. Equation 
(44) shows that in general e21T and e2V are complex 
for Ixl < 1; but if {3 is a rational fraction with odd 
denominator the metric is real, although its sig­
nature may change. 

V. CONCLUSION 

A thorough study of the above class of solutions 
could prove to be a fruitful source of different types 
of topologies, but more important, a source of 
qualitative ideas about how the nonlinear character 
of the field equations affects an attempt to "super­
impose" two different solutions. Undoubtedly even 
more spectacular changes can occur than those 
that happened above. 

In the "oblate" solutions studied in this paper 
the properties of the metric near r = (J = 0 for 
IX = -! are still somewhat mysterious. For this 
case A3 is zero [Eq. (36)] and A± are finite, but their 
values depend on the direction of approach to the 
ring. Further, a study of the geodesic equations 
near the ring seems to indicate that a test particle 
can reach there in a finite proper time, finite co­
ordinate time, and arrive with finite velocity. This 
would indicate that it could continue on, although 
where it goes is not clear. Possibly this solution con­
nects to one with negative fJ and "I at the ring; in­
deed this may happen for all -1 < IX ::; -! because 
the A'S are not infinite for any IX in this range. 

The "prolate" solutions seem somewhat simpler 
than the oblate ones although the details of the 
geometry near x = 1 are still unclear. As mentioned 
above, the solutions for Ixl < 1 have not been 
studied in detail but may prove interesting. 
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Note on Product Integrals 

G. E. BACKUS AND F. GILBERT 

Institute of GeophY8ic8 and Planetary Physics, University of California, San Diego, California 
(Received 20 July 1965) 

Attention is called to Volterra's product integral solution of ordinary linear differential equations 
with variable coefficients. 

A RECENT paper by J. Kane and E. R. Suryna­
rayan1 discusses what amounts to Volterra's2.3 

theory of the product integral solution of ordinary 
linear differential equations. Since Volterra's work 
seems not to be as widely known as it should be, 
we would like to call attention to the fact that he 
has already solved, for linear ordinary differential 
equations of arbitrary order, the problem discussed 
by Kane and Surynarayan for second-order equa­
tions. The solution of 

dV Idt = pet) Vet) (1) 

when V is an n X 1 column vector and P is an 

1 J. Kane and E. R. Surynarayan, J. Math. Phys. 6, 966 
(1965). 

J V. Volterra, Mem. Soc. Ital. Sci. (3), Vol. 6, pp. 1-104 
(1887); vol. 12, pp. 3-68 (1902). 

a F. R. GantInacher, The Theory of Matrices,' (Chelsea 
Publishing Company, New York, 1959), Vol. 2, pp. 135-141. 

n X n matrix, is 

Vet) = [11"(1 + pet) dt)]V(O), 

where I is the n X n unit matrix and 11"[1 + P(t)dt] 
denotes Volterra's product integral, sometimes called 
the matricant of (1). Product integrals are defined 
as the limits of Riemann partial products, just as 
ordinary integrals are limits of Riemann sums. The 
theories of convergence and approximation are the 
same for Riemann sums and products, and most 
of the properties of ordinary Riemann integrals have 
their analogs for product integrals. 

The fact that Volterra has proved the convergence 
'Of the partial product approximations to a product 
integral implies that (1) can be solved with any 
degree of accuracy by subdividing the interval of 
integration with sufficient fineness and approximat­
ing pet) by a constant matrix within each interval 
of the subdivision. 

NOTICE 

After 1 September 1966, all manuscripts submitted to the Journal of Mathematical 
Physics should be addressed as follows: 

Journal of Mathematical Physics 
Dr. Elliott W. Montroll, Editor 
Physics Department 
University of Rochester 
Rochester, New York 14627 
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